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Preface

This volume, Proceedings of the 17th International Symposium on Operational Research,
called SOR'23, contains papers presented at SOR'23 (https://sor.fov.um.si/), organised by
the Slovenian Society INFORMATIKA (SSI), the Section for Operational Research (SOR),
the University of Maribor, Faculty of Organisational Sciences, Kranj, Slovenia (UM FOV),
and the University of Ljubljana, Faculty of Mechanical Engineering, Ljubljana, Slovenia
(UL FS), held in Bled, Slovenia, from September 20 to September 22, 2023. The volume
contains blind peer-reviewed papers or abstracts of papers presented at the symposium.

The opening address at SOR’23 was delivered by Prof. Dr. Lidija Zadnik Stirn, President of
SOR, representatives from SSI, UM FOV and UL FS, Assist. Prof. Dr. Tea Sestanovic,
President of Croatian Operational Research Society (CRORS), Prof. Dr. Marc Sevaux,
former President of EURO and Dr. Sarah Fores, manager of EURO, and
presidents/representatives of some others Operational Research Societies from abroad.

SOR'23 is the scientific event in the field of Operational Research, another in the traditional
series of biennial international OR conferences organised in Slovenia by SDI-SOR. It is the
continuation of sixteen previous symposia. The main objective of SOR'23 is to promote
knowledge, interest and education in the field of OR in Slovenia, Europe and worldwide in
order to build the intellectual and social capital essential for maintaining the identity of OR,
especially at a time when interdisciplinary cooperation is proclaimed as particularly
important for solving problems in today's challenging times. By joining IFORS and EURO,
SDI-SOR has also agreed to collaborate with different disciplines, i.e., to balance the depth
of theoretical knowledge in OR and the understanding of theory, methods, and problems in
other fields within and outside OR. We believe that SOR'23 creates the advantage of these
goals, contributes to the quality and reputation of OR by presenting and sharing new
developments, opinions and experiences in the theory and practise of OR.

SOR 23 was highlighted by five distinguished keynote speakers. The first part of
Proceedings SOR 23 contains invited abstracts, presented by five outstanding scientists:
Prof. Suresh P. Sethi, The University of Texas at Dallas, Naveen Jindal School of
Management, Center of Intelligent Supply Networks, Texas, United States of America, Prof.
Marc Sevaux, Université Bretagne Sud, Centre de recherche, Lab-STICC, Lorient, France,
Prof. Mirjana Peji¢ Bach, University of Zagreb, Faculty of Economics and Business,
Department of informatics, Zagreb, Croatia, Assist. Prof. Andrej Kastrin, University of
Ljubljana, Faculty of Medicine, Institute of Biostatistics and Medical Informatics, Ljubljana,
Slovenia, Dr. Victor Magron, Institute of Mathematics from Toulouse, Laboratoire d’analyse
et d’architecture des systémes (LAAS-CNRS), Equipe POP, Toulouse, France.

The Proceedings includes 96 papers or abstracts by 198 authors. Most of the authors of the
contributed papers came from Slovenia (63), then Croatia (35), Hungary (20), Serbia (16),
Slovak Republic (13), Czech Republic (11), Poland (9), Spain (7), Turkey (6), United States
of America (4), Germany (3), France (3), Italy (2), Austria (1), Israel (1), Pakistan (1),
Republic of North Macedonia (1), The Netherlands (1), and United Kingdom (1). The papers
published in the Proceedings are divided into Plenary Lectures (5 abstracts), eight special
sessions: Applications of OR in Agricultural Economics (8 papers), Applications of OR in
Industry and Mechanical Engineering (4 papers), Artificial Intelligence in Business:
Obstacles and Perspectives (4 papers), Discrete Optimization Methods and Models for Real-
world Problem Domain (15 papers), Game Theory (5 papers), Industry & Society 5.0:
Optimization and Learning in Human and Industrial Environments (9 papers), Social



Innovations in Ageing Studies Supported by OR Models (7 papers), Unravelling the Business
Models of Sharing Economy by Applying Methods of OR and Statistics (3 papers), and six
sessions: Econometric Models and Statistics (4 papers), Human Resources (5 papers),
Finance and Investments (8 papers), Location and Transport, Graphs and their Applications
(7 papers), Mathematical Programming and Optimization (5 papers), and Multi-Criteria
Decision-Making (7 papers).

Proceedings of the previous sixteen International Symposia on Operational Research
organised by the Slovenian Section on Operational Research, listed at https://www.drustvo-
informatika.si/sekcije-drustva?stran=publikacije-sor, are indexed in the following secondary
and tertiary publications: Current Mathematical Publications, Mathematical Review,
Zentralblatt Mathematik/ Mathematics Abstracts, MATH on STN International and
CompactMath, INSPEC. It is expected that Proceedings SOR'23 will be covered by the same
bibliographic databases.

The success of the SOR'23 scientific events and the present conference proceedings is due to
joint efforts. On behalf of the organisers, we would like to express our sincere gratitude to
all those who assisted in the preparation of the event. Without the dedication and advice of
the active members of the Slovenian Operations Research Section, we would not have been
able to attract so many top-class speakers from all over the world. Many thanks to them. In
addition, we would like to express our deepest gratitude to the prominent keynote speakers,
the members of the Programme and Organising Committees, the reviewers who contributed
to the quality of SOR'23 with their useful suggestions, the Section Chairs and all the
numerous people - far too many to list individually here - who helped in the organization of
the 17th International Symposium on Operational Research SOR'23 and the compilation of
this proceedings. Finally, we thank the authors for their efforts in preparing and presenting
the papers that made the 17th Symposium on Operational Research SOR'23 a success.

We would like to give special thanks to MDPI AG, Mathematics, EURO, Project EuroCC2,
EXCELLERAT P2 - The European Centre of Excellence for Engineering Applications,
Rudolfovo - The Scientific and Technological Centre in Novo Mesto, and Project L7-3188
for their valuable support.

Ljubljana and Kranj, September 20, 2023

Samo Drobne

Lidija Zadnik Stirn
Mirjana Kljaji¢ Borstnar
Janez Povh

Janez Zerovnik

(Editors)
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INSIGHTS INTO THE GROWTH AND IMPACT OF OPERATIONS
RESEARCH IN SLOVENIA OVER THE PAST 30 (60) YEARS:
BUILDING INTELLECTUAL AND SOCIAL CAPITAL IN THE
ENVIRONMENT OF OR FROM THE PERSPECTIVE OF THE

ACTIVITIES OF SSI-SOR

Lidija Zadnik Stirn
University of Ljubljana, Biotechnical Faculty, Jamnikarjeva 101, 1000 Ljubljana, Slovenia,
e-mail: lidija.zadnik@bf.uni-lj.si

Samo Drobne
University of Ljubljana, Faculty of Civil and Geodetic Engineering, Jamova 2, 1000 Ljubljana, Slovenia,
e-mail: sdrobne@fgg.uni-lj.si

Abstract: The article deals with general data about the Slovenian Section of Operations Research (SOR),
which is under the umbrella of the Slovenian Society INFORMATIKA (SSI), i.e., SSI-SOR. The history of
operations research (OR) in Slovenia, starting in 1964, the foundation of SSI-SOR in 1992/1993 and the
series of OR symposia in Slovenia with the first one in autumn 1993 are presented. Thus, this year SSI-SOR
celebrates the 30th anniversary and the 30th anniversary of the first international symposium (conference)
on OR, organized by SSI-SOR in Slovenia. Below are some facts explaining the activities of OR in Slovenia,
especially at the international level, and the mission of SSI-SOR. The most important and internationally
recognized publications of SSI-SOR are listed, including proceedings, monographs, and special journal
issues which are examined. We conclude the article with suggestions from SSI-SOR for the future.

Keywords: history of OR in Slovenia, 30 years of SSI-SOR, mission of SSI-SOR, proceedings of SOR
symposia, monographs, special issues of journals of SSI-SOR

1 INTRODUCTION

1.1 Operations research in science and first beginnings of OR in Slovenia

Operations/Operational Research (OR), also Management Science, Business Analytics ...
belongs to the field of Information and Management Sciences and represents a typical
interdisciplinary field of work. Research on OR involves experts from engineering, business,
organization, information, environmental, social, and other sciences. The approaches in OR
represent an indispensable management tool that specifies a set of methods for identifying,
formalizing, algorithmizing, and implementing problems and their solutions in all areas of
operations. OR mainly deals with quantitative methods and generates solutions from which
responsible decision makers can choose (Winston 2010).

The birth of OR dates back to 1943, when the problem of optimizing the transport of the
American fleet was solved as part of the "operation” against Japan. This is where the name of
the discipline comes from (OR). The fact of the matter is, of course, that many of the methods
we use today in the field of OR realm go back much further. For more information on the
origins of OR and OR in general, see Hillier and Lieberman (1995), for example.

The rapid development of OR methods as well as their increasing application in almost all
fields has fostered the integration of OR experts to join forces at national and global levels. For
example, the International Federation of Operational Research Societies (IFORS) was
officially founded in 1959. In 1960, IFORS organized the first international conference in Aix-
en-Provence. At this point, IFORS already had 10 members (https://www.ifors.org/history).
Today, IFORS has 54 members, i.e., national societies of OR (https://www.ifors.org/national-
societies/). In 1975 the European association OR, the Association of European Operational
Research Societies (EURO), was founded under the umbrella of IFORS (https://www.euro-
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online.org/web/pages/197/short-history-of-euro). In the same year, the first EURO conference
took place in Brussels.

OR came to Slovenia in the early 1960s, although a few experts were familiar with the
evidence before then. At that time, the Slovenian Business Association and the Slovenian
Chamber of Commerce organized a symposium in Ljubljana, Slovenia, entitled
"Mechanographics (Data processing) and OR"™ with 30 lectures/papers. The symposium
consisted of two parts, the first dealing with the problems of data acquisition and processing,
the second with OR. In the first part, representatives of various companies and institutions
reported on the increase in the amount of information, which requires a more rational way of
data acquisition and processing. The speakers reported on experiences and problems in data
acquisition and processing. Some also presented practical experiences and theoretical concepts.
This latter duality underlined the solid link between theory and practice. In the second part, OR
was presented as a new science for decision support in many fields. Several practical examples
were given from industrial production, site selection, transport, agriculture, investment and
health care, where linear programming and a two-stage production process supported by a
linear programme dominated as methods. The papers are printed in the proceedings of the
conference (Zbornik Mehanografija in operacijsko raziskovanje 1964). The program and the
organizing committee were led by Prof. Rupnik and Prof. Vadnal. This symposium marked the
beginning of systematic research, teaching and consultancy activities in the field of OR in
Slovenia. The main messages of the symposium were two: i) the link between data
acquisition/processing and OR is necessary, as OR needs solid numerical data about the
problem to be solved, and ii) successful OR is only possible in teamwork.

In 1967, the Association of Economists of Yugoslavia and the Association of Economists
of Slovenia held a conference in Bled, Slovenia, entitled "Consultation on the use of OR
methods in organizations/institutions in Yugoslavia” with 33 papers. A collection of papers
was published in (Zbornik 1967). The problems presented at this conference were from
manufacturing, banking, transport, agriculture, food industry and tourism. Among the methods,
linear programming was predominant, while queuing, network, branch-and-bound and
dynamic programming methods were covered, as well as some extensions of the simplex
method.

The year 1974 marked the beginning of the traditional Yugoslav symposia of OR, known
as SYM-OP-IS. These symposia were organized at the Yugoslav level by the Faculty of
Organizational Sciences, the Institute of Industrial Economics and the Mihajlo Pupin Institute
(all from Belgrade, Yugoslavia). The symposia were held every year in Herceg Novi. Between
150-200 participants from all over Yugoslavia attended, some also from abroad. Contributions
to the SYM-OP-IS symposia were published in proceedings, which were issued regularly as
part of each symposium. For example, (SYM-OP-IS 1986) contains the full papers of 154 talks
in the following areas: Mathematics, Programming, Combinatorial Optimization, Networks,
Graphs, Multicriteria Analysis, Stochastic Processes, Simulations, Forecasting, Information
Systems, Expert Systems, Manufacturing, Transportation, Traffic, and Business Applications.
Many OR fellows from Slovenia, which was then part of Yugoslavia, actively participated in
SYM-OP-IS every year until 1990.

In 1974, a Master's programme in Operations Research began at the Faculty of Economics
at the University of Ljubljana, which a few years later was expanded into a PhD (doctoral)
programme in Information and Management Sciences. The students of this programme were
graduates of economics, mathematics, physics, mechanical engineering, electrical engineering,
civil engineering, law, sociology and other subjects, who after graduation worked or are still
working in the field of operations research at universities, institutes and research departments
of companies.
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In the same year, Prof. Viljem Rupnik published the book Outline to Operations Research
in Slovenian (Rupnik 1974). It is the first comprehensive book in Slovenian in the field of
operations research. In order to reach a wider readership, the book does not follow the strict
pattern of a textbook, which usually presupposes some knowledge of mathematics and
statistics. Rather, it is an overview of problems and touches on various tools/methods as a
secondary objective. It is thus a systematic explanation of a number of serious theoretical and
practical issues affecting operations research.

1.2 Foundation of SSI-SOR and its integration into the international environment

In 1991, the Croatian Association OR (CRORS) was founded and colleagues from Croatia
organized the 1st International Conference on OR (KOI’91). Many experts in the field of OR
in Slovenia participated in this conference. Following the example of our colleagues from
Croatia, the Slovenian experts in OR founded their own association, the Section for Operations
Research (SOR) under the umbrella of the Slovenian Society for INFORMATIKA (SSI), i.e.,
SSI-SOR, at the end of 1992, which today has 107 members.

SSI-SOR is a forum for researchers and practitioners from all areas of OR and related fields,
across disciplines and programmes in resource management, networks, tools such as linear and
nonlinear programming, discrete and combinatorial optimization, stochastic decision making,
multicriteria optimization, strategic games, inventory theory, graph theory, dynamic
optimization, systems management, control theory and others, information and education. At
their first meeting, the founders of SSI-SOR clearly outlined the group's goal, which is to
support and promote research, development, application, and education in operations research,
which encompasses mathematics, economics, computer science, statistics, environmental
economics and systems theory, as well as several other disciplines. Therefore, the
interdisciplinary and applied science character of OR is one of the main concerns of SSI-SOR.
The main activities supporting the mission of SSI-SOR, i.e., increasing the visibility and impact
of OR and working more closely with educational institutions, industry, government, and
international institutions, can be understood as follows (Zadnik Stirn and Drobne 2022):

i) Publication of basic and applied research in the form of reports, articles, and
monographs. This activity has been carried out with great success by the members of
SSI-SOR during the years (1992-2023) at national and especially at international level.
The members of SSI-SOR have written a number of articles for proceedings of
international conferences OR in Slovenia, edited these proceedings, have written and
edited five monographs, have been members of editorial boards of international journals
with impact factor, reviewers, have written numerous articles published in national and
international journals in the field of OR, etc.

ii) Joining international associations dealing with OR, such as IFORS, EURO

iii) Active participation in the organization of national and international meetings. Members
of SSI-SOR have implemented this activity intensively over the years by organizing
international symposia in Slovenia, participation in EURO and IFORS conferences,
conferences in Croatia, Austria, Germany and other OR societies, participation in
informatics conferences, statistics conferences organized by the Croatian Statistical
Society, IFIP TC7 conferences, Multicriteria Decision Making conferences organized by
the Faculty of Economics in Katowice, Poland, and many others. Members of SSI-SOR
have served on committees, commissions, and sections of OR, co-organized conferences,
and presented papers at conferences; many members of SSI-SOR have also been invited
speakers at these conferences.



iv) Integration of the contents of OR into study processes. Topics or modules from OR have
been implemented in several curricula, but there is still much opportunity for more
intensive implementation of OR at all levels of study.

v) Familiarize businesses and the public with the possibility of using OR.

Since SSI-SOR was founded, its members have been active in a variety of areas (Zadnik Stirn,

2010). Among the most important activities is the organization of international symposia on

operations research in Slovenia, known as SOR’93, SOR’94 ... SOR’21, and the anniversary

symposium SOR’23, which was held in Bled, Slovenia, in September 2023, dedicated to the
30th anniversary of SSI-SOR. Originally, these symposia were organized annually; later, in

1997, after an agreement was reached with the Croatian OR Society (CRORS), they are

organized every two years in one country each, Slovenia and Croatia. The members of SSI-

SOR are also co-organizers of the annual informatics meetings in Slovenia and the biannual

symposia on OR in Croatia. They also actively participate in the conferences INFORMS,

IFORS, EURO and other OR.

SSI-SOR is the 47th member of IFORS and was admitted to IFORS in 2007, while it became
the 30th member of EURO in 2008. It was welcomed during the IFORS conference in Sandton

at EURO (Itmann 2008).

2 REVIEW OF SSI-SOR PUBLICATIONS
2.1. International conferences at OR and proceedings

In 1993, SSI-SOR, with the support of the Ministry of Science and Technology of the Republic
of Slovenia and the Faculty of Economics of the University of Ljubljana, organized the 1st
Symposium on OR, SOR'93, at the national level. The report of SSI-SOR on SOR'93 is
available at https://www.drustvo-informatika.si/sekcije-drustva/SOR/porocilaSOR.

In the period 1993-2023, SSI-SOR organized a total of 17 international symposia in the field
OR. Since 1994, these symposia have been held with international participation, which has
increased year by year. A brief overview of the keynote speakers and sessions, as well as the
countries from which the keynote speakers came, can be found in Table 1. The symposia were
supported by the members of Slovenian universities, ministries of the Republic of Slovenia,
foreign institutions, associations and societies (Croatian, German, Austrian, Hungarian, Polish
OR societies and others), EURO, IFORS and many other institutions and individuals.

The SOR symposia are the first scientific event in the field of OR in Slovenia, and provide
an international forum for scientific exchange at the frontiers of OR, mathematics, statistics,
economics, engineering, education, environment, computer science and other fields.

Since 1995, SDI-SOR has organized a symposium every two years in agreement with
HDOI, which means that SDI-SOR and HDOI alternately organize OR international symposia
every year, one year in Slovenia, the other year in Croatia. Thus, SDI-SOR has organized (until
now): SOR’93, SOR'94, SOR'95, SOR'97, SOR'99, SOR'01, SOR'03, SOR'05, SOR'07,
SOR'09, SOR'11, SOR' 13, SOR'15, SOR'17, SOR'19, SOR"21 and SOR’23. The papers
presented at these symposia were peer reviewed and published in proceedings of each
symposium (Proceedings of the 17 ... (2023), (2021), (2019) ... (1993)). The Proceedings are
also available in electronic form at https://www.drustvo-informatika.si/sekcije-
drustva?stran=publikacije-sor, which can also be accessed from the Symposia website
https://sor.fov.um.si/publications/. Detailed reports on the symposia can be found at
https://www.drustvo-informatika.si/sekcije-drustva.

A total of 1110 peer-reviewed papers presented at SOR symposia were published in 17
proceedings indexed in Current Mathematical Publications, Mathematical Review, Zentralblatt
fuer Mathematik/Mathematics Abstracts, MATH on STN International and CompactMath,


https://www.drustvo-informatika.si/sekcije-drustva/SOR/porocilaSOR
https://www.drustvo-informatika.si/sekcije-drustva?stran=publikacije-sor
https://www.drustvo-informatika.si/sekcije-drustva?stran=publikacije-sor
https://sor.fov.um.si/publications/
https://www.drustvo-informatika.si/sekcije-drustva

INSPEC, and others. The maximum number of papers presented at SOR’21 was 118, while the
minimum number presented at SOR’95 was only 21. The average number of papers presented
and published in the proceedings was 65.29 papers per symposium. A total of 105 keynote
lectures were given by authors from 26 countries. The presentations at the symposia were
divided into sessions. There were 157 sessions at all symposia, with a maximum of 19 (11
special sessions and 8 contributed sessions) at SOR’21, which is an average of 9.06 sessions
per symposium. There we can also see which sessions were the most frequent, recurring, and
of special interest last time, and we can get an idea of the content of the papers presented. The
papers presented and published there were written by 1964 authors. The highest number of
authors was recorded at SOR’21 (240), the lowest at SOR’95 (28), and the average number of
authors was 110.51 per symposium. Authors came from all over the world, most of them of
course from Slovenia and neighbouring countries (Croatia, Hungary, Austria, Italy, Czech
Republic, Slovak Republic, Germany ...). The highest number of countries was exhibited at
SOR’17 (25), the lowest at SOR’93 (only 1, as it was a national symposium), the average
number of countries per symposium is 12.56.

Table 1: Review of the scientific papers in the Proceedings of SOR in 1993-2023 according to the
themes/sessions.

Proceedings Keynote speakers Special sessions Sessions
SOR’23 1. Sevaux EURO/(FR) |1 E\pplicat_ion?gof OR i;‘ Agricultural 1. Econometric Models and Statistics
. conomics (8 papers 4 papers
(96 papers) 2. Sethi (USA) 2. Applications of OR in Industry and 2 f—lu?nZn R)esources (5 papers)
3. Magron (FR) Mechanical Engineering (4 papers) C pap
4. Peji¢ Bach (CRO) 3. Artificial Intelligence in Business: 3. Finance and Investments (8 papers)
5. Kastrin (SI) Obstacles and Perspectives (4 papers) 4. Location and Transport, Graphs and their
4. Discrete Optimization Methods and Models |  Applications (7 papers)
for Real-world Problem Domain 5. Mathematical Programming and
(15 papers) Optimization (5 papers)

5. Industry & Society 5.0: Optimization and | g
Learning in Human and Industrial
Environments (9 papers)

6. Game Theory (5 papers)

7. Social Innovations in Ageing Studies
Supported by OR Models (7 papers)

8. Unravelling the Business Models of
Sharing Economy by Applying Methods of
OR and Statistics (3 papers)

. Multi-Criteria Decision-Making (7 papers)

SOR’21 1. Ban (A) 1 gpplicati;m of OR in Smart Cities 1. Econometric Models and Statistics
apers, (6 papers)
118 papers) | 2 Koji¢ (CRO) Papers) ) N
(118 pepers) 3. Patrinos (B) 2 8_03%%?2;) nal Mathematical Optimization 2. Environment and Social Issues (5 papers)
4. Sethi (USA) 3. Data Science - Methodologies and Case | 3 Finance and Investments (6 papers)
5. Gros (SI) Studies (10 papers) 4. Location and Transport, Graphs and their
4. Graph Theory and Algorithms (2 papers) Applications (5 papers)
5. High-Performance Computing and Big 5. Mathematical Programming and
Data (3 papers) Optimization (6 papers)

6. Industry & Society 5.0: Optimization in 6

) ) . Multi-Criteria Decision-Making
Industrial and Human Environment

(10 papers)

(6 papers)
7. International Projects in OR (2 papers) 7. Theory of Games (3_ papers)
8. Lessons Learned from the COVID-19 8. Problems Approaching OR (3 papers)

Pandemic (8 papers)

9. Logistics and Sustainability (9 papers)

10. OR in Ageing Studies and Social
Innovations (5 papers),

11. OR in Agricultural Economics and Farm
Management (5 papers)
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Proceedings

Keynote speakers

Special sessions

Sessions

SOR’19 1. Bratko (SI) 1 ﬁpp_lti)cafion OI\/IOR in AgritcEJSIture anc)i 1. Econometric Models and Statistics
106 bapers 2. Cizmesija (CRO) gribusiness Management (5 papers (10 papers)
(106 papers) 3. llles (HU) 2. (F;);r:;el};;d Behavioral Issues in MCDM 2. Environment and Social Issues (6 papers)
4. Jozefowska 3. Graph Theory, Algorithms (12 papers) 3. Finance and Investments (11 papers)
EURO/(PL) 4. High-Performance Computing and Big 4. Location and Transport, Graphs (4 papers)
5. Praprotnik (SI) Data (4 papers) 5. Mathematical Programming and
5. Optimization in Human Environments Optimization (9 papers)
(7 papers) . 6. Multi-Criteria Decision-Making (6 papers)
6. System Modelling & Soft OR (5 papers) 7. Human Resources (4 papers)
7. Towards Industry 4.0 (5 papers) : X pap
8. Production and Management (6 papers)
SOR’17 1. Bogaerts 1. Advances in Modelling and Statistical 1. Econometric Models and Statistics
(93 papers) PRACE/(BE) Research of the Western Balkan Countries (10 papers)
Wi in the Times of Economic Crisis (8 papers) | 2. Environment and Human Resources
2 tﬁe\&gold Wildburger 2. High-Performance Computing and Big (6 papers)
Data and General OR Topics (8 papers) 3. Finance and Investments (5 papers)
3. Perc (SI) 3. Logistics (5 papers) 4. Location and Transport, Graphs, and their
4. van Wassenhove 4. MCDM - Software and Applications applications (6 papers)
(FR) (6 papers) 5. Machine Learning (4)
5. Zeki¢-Susac (CRO) |5. Metaheuristic Optimization (5 papers) 6. Mathematical Programming and
6. Industrial Engineering and Services (5 Optimization (8 papers)
papers) 7. Multiple Criteria Decision Making
7. MRP and Related Systems Approach to (4 papers)
Systems Optimization and Control with 8. OR Perspectives: Where we have been,
Applications (5 papers) where we can go (3 papers)
SOR’15 1. Ben Tal (IL) 1. Qualitative Multiple Criteria Decision 1. Mathematical Programming and
(93 papers) 2. Cabello (SI) Making (6 papers) Optimization (7 papers)
3. Cozzini (IT) 2. Inventory Research (7 papers) 2. Graphs and their Applications (5 papers)
4. Gvozdenovi¢ (RS) 3. Metaheuristic Optimization (7 papers) 3. Multiple Criteria Decision Making
5. Weber, Savku, 4. Big Data (4 papers) (5 papers)
Pinheiro, Azevedo 4. Econometric Models and Statistics
(TR) (10 papers)
6. Wei, Tang (SE) 5. Production (7 papers)
6. Finance and Investments (7 papers)
7. Location and Transport (7 papers)
8. Environment and Human Resources
(9 papers)
9. OR Perspectives (6 papers)
SOR’13 1. Juki¢ (CRO) 1. Mathematical Programming and
(61 papers) 2. Klavzar (SI) Optimization (14 papers)
3. Petitjean (FR) 2. Graphs and their Applications (10 papers)
4. Sotitrov (NLI) 3. Econometric Models and Statistics
(5 papers)
4. Finance and Investments (6 papers)
5. Location and Transport (6 papers)
6. Multiple Criteria Decision Making
(8 papers)
7. Production and Inventory (3 papers)
8. Creative core FIS - Simulations (5 papers)
SOR’11 1. Anderson (DK) 1. Graphs and their Applications (3 papers)
(53 papers) 2. Gerhardt, Hamacher, 2. Production and Inventory (12 papers)
Ruzika (DE) 3. OR Applications in Telecommunication
3. Gurtjahr (AU) and Navigation Systems (3 papers)
4. Koster (DE) 4. Finance and Investments (6 papers)
5. Luka¢ (HR) 5. Multiple Criteria Decision Making
6. Pferschy (AU) (6 papers)
6. Pascal2 session (3 papers)
7. Mathematical Programming and
Optimization (3 papers)
8. Econometric Models and Statistics
(6 papers)
9. Location and Transport (5 papers)

X1l




Proceedings

Keynote speakers

Special sessions

Sessions

SOR’09 1. Babi¢ (CRO) 1. Discrete Mathematics and Optimization
(61 papers) 2. Csendes (HU) (9 papers)
3. Grubbstroem (SE) 2. Multicriteria Decision Making (6 papers)
4. Sniedovich (AU) 3. Scheduling and Control (5 papers)
5. Trzaskalik (PL) 4. Finance and Investments (5 papers)
6. Yuan (SE) 5. Production and Inventory (5 papers)
6. Location and Transport (6 papers)
7. Environment and Human Resources
(6 papers)
8. OR Perspectives (2 papers)
9. Statistics (10 papers)
SOR’07 1. Boljungi¢, Nerali¢ 1. Networks (5 papers)
(68 papers) (CRO) 2. Stochastic and Combinatorial Optimization
2. Bomze (AT) (5 papers)
3. Gavalec, Plavka 3. Algorithms (3 papers)
(C2), (SK) 4. Multicriteria Decision Making (4 papers)
4. Boeckenhauer, 5. Scheduling and Control (4 papers)
Hromkovi¢ (CH) 6. Location Theory and Transport (4 papers)
5. Povh (SI) 7. Environment and Human Resource
6. Stougie (NL) Management (5 papers)
7. Zadnik Stirn (SI) 8. Duration Models (5 papers)
9. Finance and Investment (7 papers)
10. Production and Inventory (7 papers)
11. Education and Statistics (5 papers)
12. OR Communications (7 papers)
SOR’05 1. Boehm (AT) 1. Scheduling and Control (4 papers)
(63 papers) 2. Manger (CRO) 2. Stochastic and Combinatorial Optimization
3. Rupnik (SI) (4 papers)
4

. Rupnik, Sunda¢ (SI),

3. Algorithms (7 papers)

(CRO) 4. Environment and Human Resources
5. Castelli, Pesenti, (7 papers)
Ukovich (IT) 5. Location Theory and Transport
(10 papers)
6. Finance and Investment (8 papers)
7. Multicriteria Decision Making (5 papers)
8. Networks (4 papers)
9. Production and Inventory (5 papers)
10. Education and Statistics (3 papers)
SOR’03 1. Cechlarova (SK) 1. Algorithms (6 papers)
(49 papers) 2. Koechel (DE) 2. Location Theory and Transport (6 papers)
3. Luptacik (AT) 3. Finance (4 papers)
4. Simundi¢ (CRO) 4. Environment and Human Resources
5. Zlobec (1&S), (4 papers)
Compton, Vuong 5. Production and Inventory (8 papers)
(CA) 6. Scheduling and Control (7 papers)
7. Multicriteria Decision Making (3 papers)
8. Education and Statistics (4 papers)
9. Open OR Problems (2 papers)
SOR’01 1. Rendl (AT) 1. Algorithms (11 papers)
(59 papers) 2. Sori¢ (CRO) 2. Optimization ((5 papers)
3. Schaerf, Di Gaspero 3. Scheduling and Control (4 papers)
(IT) 4. Networks (4 papers)
4. Shawe-Taylor (GB) 5. Production (7 papers)
5. Ferrari, Manzini, 6. Finance (6 papers)
Regattieri, Persona 7. Environment and Human Resources
3Im) (6 papers)
8. Dynamic Systems (3 papers)
9. Education and Statistics (4 papers)
10. Current Projects in Slovenia and Croatia
(4 papers)
SOR’99 1. Burkard, Fortuna 1. Optimization and Control (4 papers)
(43 papers) (AT) 2. Hot Lines Panel Section (4 papers)
2. Mitra, Koutsoukis 3. OR Applications (9 papers)
(GB) 4. Modelling (9 papers)
3. Nerali¢ (CRO) 5. Production and Inventory (6 papers)
4. Schields (US) 6. Network Analysis (6 papers)
5. Zimmermann (CZ)
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Proceedings Keynote speakers Special sessions Sessions

SOR’97 1. Becker, Keuhrer, 1. Wood Processing and Agriculture
(58 papers) Leopold-Wildburger (10 papers)
(DE), (AT) 2. Optimization (9 papers)
2. Grubbstroem (SE) 3. Economic (Systems) Modelling and
3. Zimmermann (CZ) Control (7 papers)

4. Production (6 papers)

5. Business (System) Modelling and Control
(6 papers)

6. Traffic and Transportation (4 papers)

7. OR in Transitional Economies (4 papers)

8. OR Experiences and Practical Solutions
(4 papers)

9. Inventory (3 papers)

10. Last Minute Section (2 papers)

SOR’95 Hill (GB) Uniform session (20 papers)
(21 papers)
SOR’9%4 1. Csebfalvi (A&G) 1. Production (9 papers)
(31 papers) (HU) 2. Transport (2 papers)
2. Komlosi (HU) 3. Mathematical Programming (6 papers)
3. Marinovi¢ (CRO) 4. Various OR Applications (5 papers)
4. Nerali¢ (CRO) 5. Computer Programs (4 papers)
5. Sethi, Taskar, Zhang
(CA)
6. Varga (HU)
SOR’93 1. Barle, Grad (SI) . Production (10 papers)

(37 papers) 2. Rupnik (SI) . Transport (5 papers)

. Mathematical Programming (4 papers)

. Multicriteria Decision Making and
Environment (6 papers)

. Various OR Applications (7 papers)

6. Computer Programs (3 papers)

AWN P
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2.2 Monographs from SSI-SOR

Most members of SSI-SOR are affiliated with universities or institutes. Therefore, the members
are mostly researchers in the field of operations research and related fields. Some of them,
together with their colleagues from abroad, mostly from Croatia, have compiled their work in
the form of monographs. Since 1998, SSI-SOR has published 5 monographs: Rupnik (1998),
Rupnik et al. (2000), Zadnik Stirn et al. (2005), Rupnik and Sunda¢ (2005) and Rupnik (2013).

The monograph (Rupnik 1998) is divided into six chapters that follow the Introduction and
end with the cited literature. The first chapter provides the foundations of the theory of
economic integrability, while the second and third chapters diagnose horizontal and vertical
economic integrability. The fourth and fifth chapters present the prediction of horizontal and
vertical economic integrability. In the last (sixth) chapter, the author establishes the usefulness
of the integration methodology in the past and in the future.

The monograph Solutions to Production Problems (Rupnik et al. 2000) consists of a total of
27 chapters divided into five parts. In it, 33 authors from Slovenia and Croatia discuss the
production process using simulations in production, combinatorial optimization of production,
technical production planning, economic production planning, and techno-economic
production planning.

In addition, the monograph Selected Decision Support Models for Production and Public
Policy Problems (Zadnik Stirn et al. 2005) contains 8 chapters written by 12 authors from
Slovenia and Croatia. It presents both the theory and the application of models based on new
OR methods for solving problems in production and management (mainly in public
administration). The chapters are as follows: economic modelling and analysis/measurement
of quality, multicriteria tools for evaluation of socio-economic and environmental
programmes, bounds of common functions on polyhedra - a new approach to global
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optimization, planning process with stochastic demand, optimization of material cutting
process, optimization of scheduling in production process, analysis of the impact of road
network development on daily migration (case of Slovenia) and analysis of efficiency of state
administration. The monograph was reviewed by L. Nerali¢ and S. Indihar. The introduction
to the monograph was written by L. Zadnik Stirn and L. Ferbar.

In their monograph, authors Rupnik and Sundaé (2005) state that the neoliberal and
monetarist doctrine opened the way for the unfettered development of globalization. This has
had a number of positive and negative effects. Society has readily accepted the positive effects,
but wonders whether it should also accept the negative effects that lead to unemployment,
environmental degradation, economic insecurity, stratification of society and even disease and
death. The authors model the system of worldwide globalisation using a model based on
metamathematics and simulations. Using the model, the authors find that uncorrected
neoliberal globalization, supported by the doctrine of monetarism, can lead to terrible
differentiation of humanity. Based on the model, the authors also make suggestions to preserve
the positive effects of globalization and to eliminate or at least partially rehabilitate the negative
ones.

The monograph (Rupnik 2013) is aimed at economists, social scientists, and many others
who want to reflect on current socio-economic phenomena. The author recognizes that capital
plays an important role in development in reaching consensus on key development issues and
advocates for sustainable development. He proposes an "ethical” economy that includes the so-
called information society as an important dimension of society. In addition to empirical
approaches, his findings and recommendations are also based on multiparametric mathematical
models. The preface is followed by 17 chapters dealing with neoliberal globalization (conflicts,
consequences and possible corrections), the existential triangle of society consisting of capital,
nature and labour, and an analysis of the interaction between them. In his conclusions, he
proposes an ethical economy as a "remedy". The preface to the monograph was written by M.
Krisper.

As we can see from the references, some monographs or their parts are in Slovene. We
would like to add that for the Slovenian technical language, i.e., the Slovenian terminology in
the field of OR, the publications in Slovenian language are indispensable and of great
importance.

2.3 Special journal issues from SSI -SOR

In 1994, SSI-SOR joined the Austrian, Czech, Croatian, Hungarian, and Slovak societies for
operations research. Under the leadership of the Austrian colleagues, the Central European
Journal for Operations Research and Economic was launched and published until the end of
1998. From 1999, the journal was published by Physica and later by Springer Verlag under the
current name Central European Journal of Operations Research (CJOR). The journal was
indexed in the Web of Science in 2007. It is currently on the borderline between the first and
second half of journals by impact factor in the Web of Science category Operations Research
and Management Science (Jablonsky et al. 2022).

Since 1997, the members of SSI-SOR have been co-editors of CJOR. In 2011, the first
special issue with guest editors was published by SSI-SOR. In 2013, 2015, 2017, 2019, 2021,
and 2023, the members of SSI-SOR published further CJOR special issues on international
symposia organized by SSI-SOR. The bibliometric analysis of the papers published in the first
six SSI-SOR special issues of CJOR is presented in Kastrin et al. (2021). In this paper, the
authors analyse and virtualize the annual dynamics of the number of published papers,
highlight the most prolific authors and countries, present the papers with the highest impact in
terms of number of citations, and examine the keyword match network divided into eight
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clusters. The results of the basic analysis are based on the full set of 67 articles from the six
special issues of SDI-SOR, while the extended analysis includes only the 63 articles from the
WoS collection and Dimensions.ai. In terms of publication type, all articles are considered
original scientific contributions.

The latest issue of CJOR (CJOR Volume 32, September 2023, Issue 3) is again an SSI-SOR
special issue and contains 16 articles presented in more detail in Povh et al. 2023.

The number of articles in all seven CJOR special issues edited by the editors of SSI-SOR,
and the names of the authors can be found in Table 2. Table 2 shows that the number of articles
published in the CJOR special issues of SSI-SOR is increasing. This is due to the increased
visibility of the work of SDI-SOR in Central Europe and the increasing importance of CJOR
(higher impact factor), which means that there is more interest in publishing in this journal.

Table 2: Number of articles and names of authors in CJOR special issues edited by SSI-SOR
in 2011-2023.

Number

Year .
of articles

Author(s)

Bogataj et al. 2011; Groselj et al. 2011; Hentsch and Kochel 2011; Ivanov et al.
2011 8 2011; Jurun and Pivac 2011; Kovaci¢ and Bogataj 2011; Matis and Kohani 2011;
Zerovnik and Zerovnik 2011

Dumigic¢ et al. 2013; Govorcin et al. 2013; Hvalica 2013; Kovaci¢ and Bogataj 2013;

2013 [ Kramberger et al. 2013; Toth and Kresz 2013; Mladenovi¢ et al. 2013

Agrez and Damij 2015; Cechlarova et al. 2015; Dumici¢ et al. 2015; Gaspars-
Wieloch 2015; Janacek 2015; Kovaci¢ et al. 2015; Dalpasso and Lancia 2015;
Moeini et al. 2015; Shao and Vesel 2015; Hunjet et al. 2015; Nguyen and Chassein
2015; Rudec and Manger 2015

2015 12

Bala et al. 2017; Reznar et al. 2017; Gaspars-Wieloch 2017; Nikolakopoulos and
Ganas 2017; Bohanec et al. 2017; Mihel¢i¢ and Bohanec 2017; Janosikova et al.
2017; Janagek and Kvet 2017; Chocholatd and Furkova 2017; Shao et al. 2017,
Hladik 2017

2017 11

Garajova et al. 2019; Tavakoli and Klavzar 2019; Trzaskalik et al. 2019; Kadoi¢ et
al. 2019; Ligardo-Herrera et al. 2019; Sternad Zabukovsek et al. 2019; Janosikova
et al. 2019; Brelih et al. 2019; Pavlov¢i¢ PreSeren et al. 2019; Jordan et al. 2019;
Furkové 2019; Jaksié et al. 2019; Campelj et al. 2019; Bokal and Steibacher 2019

2019 14

Hladik 2021; Tomanova and Holy 2021; Jaksi¢ et al. 2021; Cechlarova et al. 2021;
Trzaskalik 2021; Juki¢ and Sabo 2021; Matejas et al. 2021; Janacek and Kvet 2021;
2021 15 Vranki¢ et al. 2021; Drnovsek et al. 2021; Furkova and Chocholata 2021; Zakrajsek
et al. 2021; Campuzano-Bolarin et al. 2021; Povh and Zerovnik 2021; Smole et al.
2021

Nagy and Varga 2023: Hladik 2023; Gaspars-Wieloch 2023; Peri¢ et al. 2023;
Garajova and Rada 2023; Trazskalik 2023; Gabrovsek et al. 2023; Cegovnik et al.
2023; Osz and Hegyhati 2023; Luka¢ 2023a; Luka¢ 2023b; Milavec Kapun et al
2023; Varga and Madari 2023; Peji¢ Bach et al. 2023; Krpan 2023; Kasparova 2023

2023 16

In 2012, SSI-SOR was invited by the editors of Business Systems Research (BSR) to publish
a special issue (SI). BSR is an academic journal that focuses on research findings in economics
and business systems. In addition, BSR also considers research that combines economics with
other scientific fields such as information systems, mathematics and social sciences. BSR
examines a variety of business decisions, processes and activities in the context of the actual
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business environment as well as within a systems approach. The journal is indexed in Scopus,
Web of Science (ESCI-WoS) and Portal of Croatian Scientific and Professional Journals. It is
currently indexed as Q3 in Scopus for Economics, Econometrics and Finance. SSI-SOR has
published six special issues since 2012: 2012, 2014, 2016, 2018, 2020 and 2022. The special
issues of BSR, i.e., SI of BSR, have focused on recent advances in the field of Operations
Research and Management Science (OR/MS), with particular emphasis on linking OR/MS
with other areas of quantitative and qualitative methods in a multidisciplinary framework
(Drobne et al 2022).

The SI of BSR Issue 2022, Vol. 13/3 contains ten papers presenting advances and new
techniques (methods) in operations research (OR) and their application in various fields,
including risk management, mathematical programming, game theory, gravity, spatial analysis,
logistics, circular economy, continuous improvement, sustainability, e-commerce, forecasting,
Gaussian processes, linear regression, multi-layer perception and machine learning. The
authors are from Portugal (5), Croatia (3), and Slovenia (2).

Eleven papers were selected for the SI of BSR lIssue 2020, Vol. 11/2, presenting
improvements and new techniques (methodology) of OR and their application in various fields
of economics, spatial sciences, smart mobility, higher education, human resources,
environment, agriculture and social networks. The authors of these papers were from Croatia
(3), Slovenia (3), Hungary (1), Portugal (1), and the Czech Republic (1), while two papers were
written by authors from different countries: one team was from the Netherlands, Slovenia and
Spain, the other from Norway, Hungary and Slovenia.

Nine papers received a positive review for SI from BSR 2018, Vol. 9/2. They present
improvements and new methods in OR and their application in various fields of economics,
spatial science, and site assessment. The authors are from Slovenia (3), Croatia (3), Norway
(1), Turkey (1), one paper was written by authors from Croatia and the Republic of North
Macedonia, and one by authors from Croatia and Singapore.

Seven papers dealing with OR techniques such as the Intramax method, energy analysis,
multivariate analysis and DEA and their application in different areas of economics were
selected for S of BSR 2016, Volume 7/2. The authors are from Croatia (4), Slovenia (2) and
the Czech Republic (1).

Six papers dealing with high-dimensional classification problems using machine learning,
stock markets using illiquidity measures, optimization of information systems using LP, using
statistical methods for small business performance, the Intramax method for studying
functional regions, and queueing models for optimizing call centre performance were selected
for S| of BSR 2014, Vol. 5/3. Four authors are from Croatia and two from Slovenia. Three
authors from Slovenia and three from Croatia contributed to the first SI of BSR published by
SSI-SOR. They studied inflation dynamics, the use of the gravity model for the case of labour
commuters, the theory of multicriteria group models, management analysis based on an
innovative statistical approach, neural networks, and novel heuristics for solving the garbage
packing problem.

SSI-SOR is co-editor of the journal Uporabna informatika (in Slovenian; translation:
Applied Informatics; https://uporabna-informatika.si/ui, a Slovenian journal of computer
science/OR. Its mission is to inform the professional public and users about the latest
achievements in informatics/OR in Slovenia and worldwide. A special merit of the journal is
the information about Slovenian research projects and European documents that form the basis
for trends in informatics/OR and inevitably influence our environment.
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3 AFEW OTHER SSI-SOR ACTIVITIES

- SSI-SOR members actively participate in all EURO conferences where they organize
sections, are members of programme committees, invited speakers, co-editors of
proceedings, members of EURO commissions, and representatives of the EURO Council.

- SSI-SOR members actively participate in all IFORS conferences where they organize
sections, are members of programme committees, representatives of IFORS Council and
corresponding members of IFORS News.

- SSI-SOR members cooperate with the Czech Society of OR; for example, in 1998 at the
11th joint Czech-German-Slovak Conference: Mathematical Methods in Economics and
Industry in Liberec, where they also gave invited presentations.

- In 1998, SSI-SOR co-organized the Austrian-Croatian-Slovenian workshop in OR in
Seggauberg, Austria.

- SSI-SOR members actively participate with invited talks, contributions, as reviewers,
programme committee members and section leaders in all international conferences
organized by HDOI, Croatia, i.e., International Conferences on Operational Research
KOIxx, where xx refers to KOI 1992 ... KOI 2022.

- SSI-SOR members actively participate in IFIP TC7 conferences with contributions, as
members of programme committees and are members of the TC7 Board Council.

- Last but not least, members of SSI-SOR actively participate in the Days of Slovenian
Informatics (DSI) with contributions, as reviewers, programme committee members and
section chairs - unfortunately to a lesser extent in recent years.

At this point we must mention that the members of SSI-SOR are also involved to some extend

in editing and reviewing the interactive Internet dictionary Islovar (http://islovar.org/islovar),

which is also recognized as a reference dictionary for the public.
In 2010, the activities of SSI-SOR were published in the Wiley Encyclopaedia of Operations

Research and Management Science, edited by J. J. Cochran (Zadnik Stirn 2010).

4 AWARDS AND RECOGNITIONS FOR SSI-SOR MEMBERS

Members of SSI-SOR have also received awards and recognitions for their contributions to the

field of informatics and operational research. These also include:

- SSI’s recognition for the development of international cooperation and exchange of
achievements in the field of OR in 2007.

- The honorary membership of OEGOR (Austrian Society for OR) in 2018.

- A recognition for lifetime achievement in computer science in Slovenia by the Slovenian
society INFORMATIKA and the promotion of SSI-SOR in the international environment
in 2019 and 2022.

- Donald Michie-Alan Turing Award for lifetime achievement in computer science in 2020.

5 CONCLUSIONS

Congratulations on the 30th anniversary of SSI-SOR! This is a remarkable milestone that
reflects the years of dedication, hard work, and common goals of all members. May SSI-SOR
continue to prosper and make a positive impact for many more years to come. Let's celebrate
the achievements of SSI-SOR and look forward to a bright future filled with even more success
and accomplishments. Cheers to 30 years of excellence from SSI-SOR!

Even though the work done by the members of SSI-SOR in the 30 years of the existence of
the OR section is extensive, there are still a number of tasks that need to be done according to
the goals set. So there are still many challenges, such as:
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Continuation of the publications and the organization of the international OR Symposia
(SOR) by the SSI-SOR members.

Continuation of SSI-SOR collaboration with the College of Ljubljana, College of Maribor
and College of Primorska (different departments, such as UL EF, UL FS, UL FDV ... UM
FOV and UM EPF ...) and searching for new connections within the faculties, institutes and
research organizations.

Continued active participation in the international associations IFORS, EURO, IFIP and
others.

Continued networking with foreign OR associations (Croatian, Austrian, German, Czech,
Hungarian, Slovak, Polish, American and others) and search for new connections, especially
in joint research projects and publication and dissemination of results (conferences and other
forms of meetings).

Presentation of SSI-SOR in Wikipedia on the page EURO
(http://en.wikipedia.org/wiki/Association_of European_Operational_Research_Societies).
Appointment of a group of volunteers to work on the terminology of OR; the basis could be
the publication Terminoloski re¢nik iz opérationih istrazivanja, SYM-OP-1S'83, Faculty of
Organizational Sciences, Belgrade, 1983, 514 pages, 9 languages (the Slovenian part was
contributed by M. Omladi¢, J. Dekleva and A. Vadnal), and many foreign terminological
dictionaries.

Integration of the content of OR into the study processes. In this respect, SSI-SOR has been
partially successful. Topics or modules from OR have been implemented in several
curricula, but there is still much opportunity for more intensive implementation of OR at all
levels of study.

Familiarize businesses and the public with the possibility of using OR. SSI-SOR has not yet
been active enough in this area.

Increase membership also by involving colleagues in joint projects and students through
theses, student projects, and their participation in meetings of national and international
stakeholders through conferences and other forms.

Closer involvement within the SDI in various areas: in organizing, leading sections,
presenting papers, roundtables, workshops in the SSI, working on terminology dictionaries,
joint scientific projects, and public outreach.

Active activity in the field of public relations, especially in the scientific field through
domestic and foreign journals (continuation of cooperation with CJOR, BSRJ ...).

Some of the topics discussed in this article have already been presented in recent
publications/reports from SSI-SOR (Povh et al. 2023; Zadnik Stirn and Drobne 2022; Kastrin
et al. 2021).
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Professor Dr. Janez Grad - 90th Anniversary

Summary Professor Dr. Janez Grad has graduated in mathematics at the Ljubljana university, has
started as a research assistant and soon after held leading positions in research and university
institutions in Slovenia and abroad. He received a PhD in mathematics and has been a professor at
Ljubljana university and in United States. His work includes several scientific papers on decision
support, data base management systems, informatics, computer science, mathematics and operations
research. He is a productive author, has published numerous papers, has authored quite a few books and
proceedings and has been granted awards and recognitions for his work. A special thanks goes to him for
having been one of the initiators to establish the charter for operations research at Slovenian Society
INFORMATIKA. Besides his notable work in mathematics and informatics he is also a respectable
naturalist: his work on bumblebees is widely appreciated.

Keywords Prof. Janez Grad, anniversary, achievements, contributions, impact, reflections,
congratulations.

Professor Dr. Janez Grad was born in

" : || o ‘“ ‘ qn Petelinje near Ljubljana in 1933. After
u'i, | “ H' n.l; l| | |l l  graduating from high school, he studied
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mathematics at the University of Ljubljana
and graduated in 1958. In 1958 he started as
a research assistant at the Jozef Stefan
Institute in Ljubljana. He was then appointed
head of the Computer Centre of the Republic
in 1969. From 1972 he was head of the
Computer Centre of the University of
Ljubljana. His rich professional career
includes work for the Federal Statistical
Office in Belgrade, for the Institute for
Radiation and Nuclear Physics in Bonn and
at the University of Calgary. He received an
MSc in mathematical physics from the
University of Birmingham in 1968 and a PhD
in mathematics from the University of Zagreb
in 1973. From 1972 to 1978 he was Assistant

Prof. Dr. Janez Grad at the presentation of his book on ~ Professor and since 1979 Full Professor at

rare bumblebee species in Slovenia (Grad et al., 2016; the University of Ljubljana. From 1983 to

Source: Archive of Celje Mohorjeva Druzba) 1985 he was Vice-Dean of the Facuny of
Economics at the University of Ljubljana. In

1986 he was a visiting professor at the School of Business at Indiana University, USA. From
1991 to 2000 he was Head of the Postgraduate Programme in Informatics and in Information
Management Sciences at the Faculty of Economics in Ljubljana and Full Professor of
Informatics at the Faculty of Administration in Ljubljana. He is now retired.

For more than forty years, Professor Grad has worked in various institutions and companies as
a manager and consultant, but above all he was an excellent teacher and an active and creative
researcher. His research area is very important for the development of the interdisciplinary
trinity: mathematics/informatics, operations research and computer science. His research efforts
have been devoted to decision support system technologies (Barle et al., 1999; Damij et al.,
2008), especially in the field of optimisation and simulation problems (Damij and Grad, 1995),
on the one hand, and database management systems (Biloslavo and Grad, 2003) and database
development, on the other. His research efforts focused on the use of graph theory in the process
of database normalisation, object-oriented databases and decision tables. A significant part of
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his research focused on the theory and practise of operations research (Grad et al., 1986;
Intihar Stemberger and Grad, 2001; Grad, 2001; Arsham, 2007). He developed many linear
programming programmes and algorithms based on simplexes, interior point algorithms, sparce
matrices and sensitivity analysis (Arsham et al., 2003, 2005; Damij and Grad, 2006). Professor
Grad's bibliography includes more than 400 items. He is the author or co-author of 60 scientific
papers, has edited and co-edited more than 52 professional publications, has published more
than 80 papers in international conference proceedings, is the author of 14 books and more than
25 textbooks, and has written more than 40 research reports. In his teaching career, he was
mentor to 15 PhD students, to 36 MSc candidates, and to several undergraduate students.
Professor Grad has edited several proceedings in the field of information science, serves on the
editorial boards of the journals Informatica and Applied Informatics, and has been a reviewer
for several scientific articles submitted to national and international conferences. Details can be
found at:
https://bib.cobiss.net/bibliographies/si/webBiblio/bib201_ 20230828 185018 al464163.html.

His important work did not go unnoticed. During his long and dedicated career, Professor Grad
was honoured with several recognitions. He received an award for a lecture at the FCIP
International Symposium and a gold plaque from the University of Ljubljana. In 1995, he was
awarded a recognition by the Slovenian society INFORMATIKA for lifetime achievement in
informatics, and in 2014 he received the Donald Michie and Alan Turing Award for lifetime
achievement in mathematics and informatics.

The account of Professor Grad's work and life would not be complete without mentioning his
lifelong interest and deep knowledge of bumblebees (Grad and Toplak, 2018; Grad and
Gradisek, 2018, Grad and Ostir, 2021, Gradisek et al., 2023). In 2016, a book on rare
bumblebee species in Slovenia was published and Professor Grad is one of the three authors of
the book, which also shows him as a person with great interest in nature (Grad et al., 2016).

Let me conclude this paper with two very personal remarks. First, | am deeply grateful to the
editors, especially Professor Lidija Zadnik Stirn (Zadnik Stirn, 2003), for allowing me to use
their work to compile this report. Without their efforts, it would have been next to impossible for
me to produce it. Secondly, | am really glad that Professor Grad has lived to see how his
colleagues and friends value him and how his work is appreciated and respected by his peers.
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Professor Dddr. Viljem Rupnik - 90th Anniversary

Summary This article pays tribute to the remarkable life and work of Prof. Dddr. Viljem Rupnik on the
occasion of his 90th birthday. Throughout his illustrious life, Prof. Rupnik has had a lasting impact on
society, inspired countless people, and made significant contributions to his field. This paper recognizes
these remarkable achievements, highlights his life's work, and examines Prof. Rupnik's influence on the
respective fields of operational research, mathematics, economics, and beyond.

Keywords Prof. Dddr. Viljem Rupnik, anniversary, achievements, contributions, impact, reflections,
congratulations.

There are several reasons why
professionals in the field of
Operational Research,
Mathematics, Economics and
Engineering should at least briefly
stop by the nine crosses of Prof.
Dddr. Viljem Rupnik, which he
reached on May 21, 2023, even
though we know that this event is
not an ordinary milestone for him,
which means nothing more than
one of his current and future
working days. Since Prof. Rupnik
has not withdrawn from work in
retirement, this year's life
anniversary by no means tears him

Prof: DDDR. Viljem Rupnik, with SOR’17 Proceedings, away from the tasks he has started

(Source: Delo 21.03.2018, Ljubljana, Slovenia) and planned. After all, his
anniversary is first and foremost a

work anniversary. Those who know Prof. Rupnik know that it cannot be any other way, we just
want it to stay that way for a long time.

Prof. Rupnik is known as a teacher, mentor, researcher, consultant, publicist, director, all that
and more in the field of economic, mathematical, and technical sciences and beyond.

Prof. Rupnik has earned three degrees and three doctorates. First, he graduated in music, then
in 1956 in applied and theoretical mathematics at the Faculty of Natural Sciences and
Mathematics of the University of Ljubljana, and finally in 1961 in Economics at the Faculty of
Economics of the University of Ljubljana. He received his PhD in Economics from the Faculty of
Economics in 1963, in Mathematics from the Faculty of Science and Mathematics of the
University of Ljubljana in 1978, and in Chemical Engineering from the Faculty of Technology of
the University of Zagreb, Croatia, in 1986. He was a Ford Scholar and was trained by R. L. A.
Ackoff at the Center for Management at the University of Pennsylvania in Philadelphia and by
R. Bellmann at the University of Southern California, USA, in 1964-65 (Enciklopedija Slovenije,
1996).)

In 1956 Prof. Rupnik was offered employment at the Academy of Music and at the University of
Ljubljana, Faculty of Economics. He faced a big decision what to choose for his life path, what
direction to take, art or science. He chose science and accepted the position at the university; he
has been a full professor there since 1974. Initially, he was engaged in mathematical modeling
of microeconomic structures, and after his return from the United States, he continued his work
on the management and non-terminal control of linear systems. At the Research Center of the
Faculty of Economics, he developed the mathematical theory of economic integration,

XXVII



production theory as an application of general mathematical systems theory, and proved the
existence theorems of multicriteria controllability of dynamical systems. Through his hard work,
he contributed to the field with influential publications. He published (some with his
colleagues/collaborators) about 70 technical and scientific articles, 10 books, and several
textbooks (https://bib.cobiss.net/bibliographies/si/webBiblio/bib201_20230826_102840 _
a1781603.html). I mention here only a few. very significant for the field of mathematics,
economics, operations research, and society at large.

As early as 1964, he became known for the optimization model for optimal complex planning of
agricultural production by the method of bilinear programming (Vadnal and Rupnik, 1964). He
and Prof. Vadnal successfully applied mathematics to the solution of concrete economic
problems. They proved that mathematics could solve economic problems. When times are tight,
when there are many constraints, mathematics could be a useful tool. The situation in the
economy, especially in the food industry, was difficult at that time, there was a lack of this and
that. The first problem they encountered was the low live weight gain of cattle and the high cost
of feed. Using the optimization method, they proposed a cost-optimal feed mixture from the raw
materials of the time, which quickly increased self-sufficiency in meat. Their solutions/proposals
were adopted by all Slovenian livestock farms at that time. As Prof. Rupnik (Delo, 2018): "At
that time, the Chamber of Commerce of Slovenia established a special office for business and
market research, as a service provider for the optimization of production in companies. Today,
however, science in general is not directly related to business as it used to be. Problems are
dealt with in the false consciousness that we live in abundance and that we can sin."”

In the following years his publications were devoted to mathematical models of production
processes, information-based management systems for business decisions and spatial planning,
and mathematically oriented microeconomic theory of production (Lali¢ and Rupnik, 1971,
Rupnik 1973, 1975, 1983). In 1978 Prof. Rupnik published a new approach to continuous
dynamic linear programming (Rupnik, 1978) and in 1996 methodological research on the theory
of economic integrability factors and their practical modeling (Rupnik, 1996).

In 1974, Prof. Rupnik published the book Outline to Operations Research, in Slovenian (Rupnik
1974). It is the first more comprehensive book in Slovenian in the field of Operations Research.
Aiming at a wider readership, the book does not follow the strict pattern of a book that usually
assumes some knowledge of mathematics and statistics. Rather, it is an overview of the problems
and touches on various tools/methods as a secondary objective. Thus, it is a systematic
explanation of several serious theoretical and practical issues affecting operations research.

It is important to stress that Prof. Rupnik is not only a mathematician and economist, but much
more, as he deals with broader issues of humanity (Rupnik, 2005, 2013. 2017). In his recent
monograph (Rupnik, 2013) on globalization, Professor Rupnik addresses not only economic
development but also social development. He looks for a balance between capital, labor, and
nature. He analyzes all these factors in detail. He looks for interactions between them and treats
them meaningfully as an ethical triangle, because he assumes that the collapse of the system can
be prevented only by an ethical and reasonable approach to the “use" of all three factors; in
fact, he proposes a development within the framework of the so-called ethical economy. He
derives his findings from multiparametric mathematical models and empirical questions. This
approach of Prof. Rupnik to the problems of globalization is the basis for further development
and a creative attitude, especially in relation to work and the preservation of nature for our
descendants, both individuals and larger groups.

Finally, his theoretical and practical reflections on mathematical models, economics,
production, decision making, and other topics have not gone unnoticed. They appeared in
publications of the Chamber of Commerce of Slovenia, in the journal Finance, in the
publications of numerous seminars, national and international conferences, and also as research
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reports and expert opinions
(https://bib.cobiss.net/bibliographies/si/webBiblio/bib201 20230826 102840 al 781603.html).

The areas of his research in mathematical, economic, and technical sciences are also described
in more detail in (Nemec, 2023).

His educational work is also very important. About 30,000 prospective economists attended his
school at the Faculty of Economics in Ljubljana. Prof. Rupnik’s transfer of knowledge to his
students is unique and enormous. He mentored 45 master's students and 42 doctoral students.

He and his colleagues also wrote textbooks and manuals for students in economics and
operational research, many of which are so arbitrary that they have served and continue to serve
students and researchers in many other fields (social sciences, engineering, and natural
sciences) to acquire knowledge in mathematics, operational research, and economics. Among
the first comprehensive textbooks on applied mathematics were those published in 1977 and
1978 (Arih et al., 1977, 1978), followed by several others, such as (Bogataj et al., 1988).

For more than forty years, Prof. Rupnik has worked for various institutions and companies as a
manager and consultant. As Consultant for business and industry (1959-) he has carried out
more than 200 industrial projects for production optimization and beyond. In 1970-1976 he was
director of the Research Center of the Faculty of Economics in Ljubljana; 1981-1984 he was
consultant at ICPE (International Center for Management of Public Enterprises in Developing
Countries based in Ljubljana) and 1987-1989 consultant at Milan Vidmar Institute for Energy
Economics. Since 1992 he has been a director of INTERACTA, a business information
technology company.

For the development of Operations Research in Slovenia it is very important to mention that
Prof. Rupnik was the initiator and co-founder of the master’s program in Operations Research
and the PhD program in Information Business Studies, both at the Faculty of Economics of the
University of Ljubljana.

In 1992/1993, Prof. Rupnik co-founded the Slovenian Section on Operational (SOR) Research
and was its president for many years. He was co-organizer of several symposia on operations
research in Slovenia and co-editor of the proceedings of these symposia.

In addition, Prof. Rupnik was, of course, an editor of journals and monographs and a reviewer
of numerous scientific papers published in journals with a high scientific index.

Prof. Rupnik's many years of high-profile scientific and professional works have received
widespread attention and public recognition. All the awards speak for the scope and, above all,
the importance of the jubilarian's work. He was one of the first to receive the Kraigher Prize for
his achievements in the field of economics/political economy, for introducing operational
methods into economics. Prof. Rupnik received the Slovenian Chamber of Commerce Award,
then called the Boris Kraigher Award, in the first group of beneficiaries in 1969, at the young
age of 35, together with his colleague Prof. Vadnal, "for the efficient and successful theoretical
and applied development of operational research, which contributed to progress in the
organization and management of production and operation of economic organizations.” In 2000,
Prof. Rupnik was awarded a recognition for lifetime achievements in informatics in Slovenia by
the Slovenian Society INFORMATIKA. After his retirement, he was appointed professor emeritus
at the University of Ljubljana (2003).

At the beginning of his tenth decade, may he be comforted by the certainty that the furrows he
has plowed in the fields of operational research, mathematics, and economics will still bear
useful fruit for generations to come. Therefore, we researchers in the field of operations
research, mathematics and economics must be wholeheartedly grateful to Prof. Rupnik and wish
him many more healthy, fruitful, and happy years.
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KNOWLEDGE DISCOVERY BY LITERATURE MINING: FROM
SERENDIPITY TO COMPUTATIONAL CREATIVITY

Andrej Kastrin
University of Ljubljana, Faculty of Medicine, Institute of Biostatistics and Medical Informatics, Ljubljana,
Slovenia
E-mail: andrej.kastrin@mf.uni-lj.si

Abstract: Since the inception of written thought, human knowledge has steadily increased, as have the
number and size of published works. The output of the scientific community has doubled every nine
years over the past decades. The National Library of Medicine, for example, adds more than 3,000
papers daily to MEDLINE, the world’s leading bibliographic database in the life sciences. Working in
such information overload, researchers can miss valuable segments of knowledge. Machine extraction
of relevant knowledge is an important research activity today, with the challenging task of linking
diverse scientific information into coherently interpretable knowledge.

Knowledge discovery from scientific publications (also called literature-based discovery [LBD]) is
a methodology for automatic generation/validation of research hypotheses. The main goal of LBD is to
uncover hidden, previously unknown relationships from existing knowledge. The general framework
for LBD is based on three literature concepts: A, B, and C. For example, suppose that a researcher has
found a link between disease A and a gene B. Let us further assume that another researcher has studied
the effect of compound C on gene B. The use of LBD may suggest an AC relationship, indicating that
substance C may be treating disease A. Such a latent relationship may provide a hypothesis for a
potential, yet undiscovered relationship. The LBD methodology was popularized by Swanson, who
discovered that dietary fish oil could be used to treat Raynaud’s disease, which is characterized by
reduced blood flow to the extremities causing pain and cold sensations.

In this talk, we give a general overview of the LBD field, briefly introduce different methodological
approaches, and discuss recent approaches such as knowledge graph completion and representation
learning.

Keywords: text mining, natural language processing, literature-based discovery



SPARSE POLYNOMIAL OPTIMIZATION: THEORY AND PRACTICE

Victor Magron
Institute of Mathematics from Toulouse, Laboratoire d’analyse et d’architecture des systémes (LAAS-CNRS),
Equipe POP, Toulouse, France
E-mail: vmagron@laas.fr

Abstract: Polynomial optimization methods often encompass many major scalability issues on the
practical side. Fortunately, for many real-world problems, we can look at them in the eyes and exploit
the inherent data structure arising from the input cost and constraints. The first part of my talk will focus
on the notion of “correlative sparsity”, occurring when there are few correlations between the variables
of the input problem. The second part will present a complementary framework, where we show how
to exploit a distinct notion of sparsity, called “term sparsity”, occurring when there are a small number
of terms involved in the input problem by comparison with the fully dense case. At last but not least, |
will present a very recently developed type of sparsity that we call “ideal-sparsity”, which exploits the
presence of equality constraints. Several illustrations will be provided on important applications arising
from various fields, including computer arithmetic, robustness of deep networks, quantum
entanglement, optimal power-flow, and matrix factorization ranks.

Keywords: polynomial optimization, semidefinite programming, moment-sum of squares hierarchy,
correlative sparsity, term sparsity, ideal sparsity, robustness of deep networks, optimal power-flow,
quantum entanglement, matrix factorization rank



OPERATIONS RESEARCH MEETS ARTIFICIAL INTELLIGENCE:
INTERSECTION OR UNION

Mirjana Peji¢ Bach
University of Zagreb, Faculty of Economics and Business, Department of Informatics, Zagreb, Croatia
E-mail: mpejic@net.efzg.hr

Abstract: Operations research (OR) and artificial intelligence (Al) are fast-growing methods in
methodology development and practical deployment. However, the debate is on the relations between
these two fields, whether they are related or subordinated. The talk aims to present the results of the
systematic literature review of OR and Al methods and to identify the applications that merge
operations research and artificial intelligence methods. The talk will review the main topics extracted
with the text mining approach. The findings shed extensive light on how OR and Al have evolved
together. Finally, using the survey findings as a springboard, several avenues are suggested down which
future research may go, including such themes as new approaches to research and techniques.

Keywords: interdisciplinarity, text mining, topic mining, Al, OR



JULIA, APROGRAMMING LANGUAGE FOR OPERATIONS
RESEARCH

Marc Sevaux and Alexandru-Liviu Olteanu
Université Bretagne Sud, Centre de recherche, Lab-STICC, 2 Rue de Saint-Maudé, F56321 Lorient, France
E-mail: marc.sevaux@univ-ubs.fr, alexandru.olteanu@univ-ubs.fr

Abstract: Julia is a modern python-like programming language created in 2009. The presentation will
show how this new language is easy to learn and use. The large library of packages shows that the
language can cover all aspects of Operations Research from simple heuristics programming, MILP
modeling, data manipulation to artificial Intelligence. Julia is the perfect language for research as well
as for teaching to many students. Experience shows that hon-computer science students get used to it
in a few weeks and show new programming skills rapidly.

Keywords: operations research, programming language, julia


mailto:marc.sevaux@univ-ubs.fr

PROMOTING ELECTRIC VEHICLES: REDUCING CHARGING
INCONVENIENCE AND PRICE VIA STATION AND CONSUMER
SUBSIDIES

Lingling Shi, Suresh P. Sethi and Metin Cakanyildirim
The University of Texas at Dallas, Naveen Jindal School of Management, Dallas, Texas, USA
E-mail: sethi@utdallas.edu, metin@utdallas.edu

Abstract: Operational decisions for a government are i) to incentivize EV ownership by a direct
consumer subsidy, a station subsidy that reduces charging inconvenience, or by both subsidies; and ii)
to minimize subsidy expenditure or to maximize EV adoption level. Environmental and energy
independence concerns lead to government subsidies for electric vehicles (EVs). We model the
interactions between the government and the charging supplier as a Stackelberg game and study the
optimal structure of subsidies by incorporating charging inconvenience. We prove that this
inconvenience is decreasing convex in the number of stations. In the expenditure minimization case,
the optimal policy depends on the government adoption target and the charging station construction
cost. If the adoption target is below a threshold that depends on the construction cost, the government
provides pure consumer subsidy or no subsidy; otherwise, a combination of consumer and station
subsidies is optimal. As the station construction cost increases, the charger builds fewer stations,
regardless of the subsidy type. We establish that expenditure minimization and adoption maximization
yield the same subsidy policy if the charging inconvenience is linear. In a real-life case, we find
numerically that a station subsidy alone is optimal if the construction cost is not low but the adoption
target is low. Besides, a long driving range significantly reduces the need for subsidies if the
construction cost is high. In contrast, a long charging time necessitates high expenditure mainly
allocated to a station subsidy.

Keywords: government subsidies, convex charging inconvenience, electric vehicles, sustainable
operations
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DOES ECONOMIC SITUATION CAUSE LAND ABANDONMENT?
ESTIMATING ECONOMIC VIABILITY OF FARMING IN A SUB-
MEDITERRANEAN REGION IN SLOVENIA

Ziva Alif, Tanja Sumrada and Jaka Zgajnar
Biotechnical Faculty, University of Ljubljana, Jamnikarjeva 101, 1000 Ljubljana, Slovenia
E-mails: ziva.alif@bf.uni-1j.si, tanja.sumrada@bf.uni-j.si, jaka.zgajnar@bf.uni-lj.si

Abstract: Land abandonment is increasingly frequent in European marginal areas with high nature
value due to poorer socioeconomic status and growing conditions, with better policy solutions needed.
We use Farm model to determine farm economic viability in a case of Slovenian Sub-Mediterranean
region facing land abandonment. We identified seven typical farms and analysed economic indicators
founded on production plan level using mathematical programming. Out of seven farms four cannot
live from farming due to small size, making their socio-economic sustainability questionable. Policy
measures targeting land access and local asset commercialisation are needed to secure the future of
these farms.

Keywords: Farm model, Linear programming, Land abandonment, Karst
1 INTRODUCTION

Land abandonment is becoming an increasingly pressing issue in Europe and occurs
particularly frequently in High Nature Value Farmland in the Mediterranean Europe, where
traditional extensive agriculture has slowly been discontinued in recent decades, which has
negative consequences both for biodiversity and society [1]. While generalisation is difficult
due to high local variation, land abandonment is most frequently caused by socio-economic
drivers, while ecological drivers and improper land management can also contribute [2].

Despite several policy measures within the Common Agricultura Policy (CAP) that can
provide additional revenue to farms in marginal areas, CAP has had little impact on decreasing
abandonment rates [3]. To prepare more targeted and efficient policies against land
abandonment, better understanding of the local drivers, including the economic situation of
local farms, is needed. One of the methods for policy impact assessment and analysing farm
economic situation that is gaining prominence are bio-economic farm models [4]. Farm
models are typically based on mathematical programming. Detailed input data at the farm
level are used to optimise farm production activities and obtain maximal profit [5]. Such an
approach allows for impact assessment at the farm level and can thus include various
differences between farms, such as specialisation, size, intensity and working conditions.
These are usually typical farms that are representative for a certain group of farms [6].

In this study we use the Farm model, developed by Zgajnar et al. [7], to analyse the
economic situation of typical farms on Karst, Sub-Mediterranean region in Slovenia with high
rates of land abandonment. The purpose of our study is to better understand economic situation
as well as reasons for agricultural abandonment on Karst and provide policy recommendations
for encouraging agriculture in the selected area.

2 METHODS
2.1 Description of the area
Karst is a 618 km? (61,800 ha) limestone Kkarst plateau with Sub-Mediterranean climate in the

south-west Slovenia. The area had previously been almost completely deforested and covered
with dry grassland, associated with high biodiversity. Since the 19th century, afforestation
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with black pine and overgrowth of abandoned agricultural land began, so that 73% of the area
is now covered by forests [8]. In 2019, there were 1,045 farms with over half less than 5 ha in
size, together cultivating 8,677 ha of agricultural land, mostly permanent grasslands.

2.2 Farm model

We used a Farm model, developed by Zgajnar et al., [7], which is built in Excel spreadsheets
with Visual Basics (VBA). The model is composed of three components, namely the Model
calculations (MC) from Agricultural Institute of Slovenia, Typical agricultural holdings model
(TAH), and the Farm model (FM).

MC are originally simulation models that estimate costs and economic situation of different
agricultural products and can be adapted to varying production conditions and intensity. In the
FM, MC are thus adapted to reflect the conditions on the specific farm and enable the
calculation of production coefficients for each activity included in the farm production plan.
TAH are models that represent hypothetical farms (at the level of production plan) across all
agricultural sectors and subsectors in Slovenia, and are presented in [7] in more detail. In this
study, the TAH most similar to Karst farm production conditions were selected and used as a
starting point of the modelling process, with their attributes adjusted to local conditions in the
next step. Finally, the FM uses data from TAH and MC to calculate the production plan for
each farm with linear programming (LP), while maximising expected gross margin, subject to
technical and production conditions reflecting local production conditions. The expected gross
margin is the difference between variable costs and the sum of market revenue and subsidy
payments, excluding voluntary measures.

To gather detailed data about local farm characteristics that were further used to adjust the
TAH to local conditions, we conducted two focus groups with local agricultural advisors. In
such a manner we identified additional seven typical farms and defined their utilised
agricultural land and its structure, production technology and production conditions, available
workforce, CAP measures and infrastructure. We analysed them with FM, where majority of
the technical and objective function coefficients were calculated based on MC.

3 RESULTS AND DISCUSSION

We identified seven typical farms, of which there is one small (VIT_0001) and one medium
viticultural farm (VIT_0005); one small (SUC _0010) and one large suckler cow farm
(SUC_0040); one small (SHB_0045) and one large sheep breeding farm (SHB_0240); and a
small farm that solely produces hay with mowing (PGL_0005) (Table 1).

All the livestock farms are based on permanent grassland and put their animals on pastures
and produce some hay. Due to dry climate and stony karst landscape the production is
generally very extensive. Pastures are grazed with low livestock densities (0.2 livestock units
per ha on average) and grasslands are mown only once a year and are mostly unfertilised. The
pasture and hay are both of low nutritional value and as only large sheep farm buys
concentrated feed, the average growth of both sheep and cattle (850 g/day) is low. Hay
meadows and pastures also have rather low average harvest of about 1.7 t/ha, or when
fertilised, 2.2 t/ha. On the other hand, viticulture farms have relatively better production results
with average harvest of 7,000 kg/ha or 4,000 kg/ha for a superior quality wine. While the large
cattle, sheep and viticultural farm all enable one person to be employed on the farm with the
help of family members, other farms do not provide enough income nor work for a full
employment.
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Table 1: Characteristics of typical farms

SUC 004 SUC 0010 SHP_0240 SHP_0045 PGL 0005 VIT 0001 VIT_0005
0

Livestock (no. animals)
Suckler cows 40 10

Heifers 8 2
Sheep 240 45

Plant production — (ha)
Pasture 69.0 12.6 64.8 4.8

Hay meadow (1 mow) 46.0 5.12 55.2 3.2 5.0 1.6
Meadow + autumn pasture 14.7

Viticulture (ha)
Vineyard 1.0 2.0
Vineyard — superior quality 0.5 25
Utilised agri. area (ha) 115.0 32.0 120.0 8.0 5.0 3.1 45
Own permanent grassland 115.0 32.0 3.0 8.0 5.0 16

Leased grassland 117.0

Own vineyard 1.5 45
Own workforce (FTE) 15 0.6 12 0.3 0.1 0.4 1.2

In table 2 we present main economic results for analysed farms. In all cases, except viticultural
farms (in these, according to data from the field, the prices of wines are above average for
individual quality of wine), budget payments significantly contribute to a relatively favourable
indicator (EGM/FTE). However, especially on small farms, the EGM is too low and does not
allow for normal development. Due to extensive production with pasturing that requires less
work, the EGM is particularly good per working hour. However, it should be emphasized here
that in this case, this is an effective workforce, which is often smaller than the available family
labour on the farm. The latter is especially true for smaller farms, which would significantly
worsen the indicator in a case that all family labour would be considered. Despite the relatively
good EGM, the economic and social sustainability is questionable for farms that do not provide
full-time employment, as it is challenging for these farms to cover larger fixed costs, such as
new mechanisation or infrastructure. Such farms also require considerable work aside regular
jobs, which makes their maintenance less attractive for future generations.

Many farms already meet the criteria for organic production or agri-environmental schemes
(AES), but the smaller farms do not always join as the extra revenue does not pay off
transaction costs, which are equal regardless the farm size [9]. The results indicate that land
abandonment is not primarily driven by low farming incomes, but may be more related to the
size of the farms that are too small for providing an employment. Given that previous studies
have pointed to poor land accessibility in the area, motivated smaller farms may lack
opportunities to expand and make a living from agriculture, instead choosing to abandon
farming. Additional policy measures to prevent further land abandonment should therefore
focus less on providing additional income support and more on creating a wider environment
that supports agricultural and rural development, including land reform, adding value to local
products, natural and cultural heritage as well as building infrastructure [10].
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Table 2: Economic indicators of typical farms (EGM = expected gross margin, FTE = full time equivalent)

SUC_0040 ‘ SUC_0010 | SHP_0240 | SHP_0045 | PGL_0005 | VIT_0001 | VIT_0005

Revenues (€) 80,983 23,501 66,140 10,246 2,623 20,391 65,752
Market revenues (€) 44,589 11,147 34,170 7,874 1,234 19,899 63,954
Subsidies (€) 36,394 12,353 31,970 2,272 1,389 492 1,798
Variable costs (€) 36,607 9,520 32,607 3,223 859 7,355 23,443
EGM (€) 44,376 13,981 33,532 7,023 1,764 13,036 42,309
EGM in €éhour 15.94 13.32 15.00 11.23 16.96 17.85 19.94
Indicators on FTE
Revenue €¢FTE 52,374 40,316 53,253 29,485 45,373 50,252 55,782
EGM €FTE 28,699 23,984 26,999 20,209 30,521 32,127 35,894

4 CONCLUSIONS

The modelling approach based on the integration of three independent models (FM, MC, and
TAH), proved to be effective in the case of the analysis. The optimization potential of LP
allowed us to balance the material flows at the level of each production plan. The production
plan is thus technologically appropriate and enables the simulation of economic and technical
indicators in the given extensive conditions for each farm type. The economic indicators point
to the lack of socio-economic sustainability of small farms, calling for policies that enable
farm enlargement and better commercialisation of local products.
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Abstract: The research evaluates the efficiency of wineries in Spain using the DEA (Data Envelopment
Analysis) model. The study utilizes the CCR (Charnes-Cooper-Rhodes) model within DEA, which
assumes constant returns to scale. Input and output data from 848 wineries were collected and
normalized for analysis. The results indicate that only one winery operated at maximum efficiency,
achieving the best possible results compared to others. The findings highlight the importance of efficient
processes, resource allocation, and management practices in achieving optimal performance. Further
research could explore efficiency comparisons among wineries with different activities, such as
diversification into tourism.
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1 INTRODUCTION

Performance efficiency is essential for organizations because it allows them to maximize
resource usage [7], cut expenses [11], boost production [4], acquire a competitive edge [3], boost
customer happiness [2], encourage sustainability [6], and realize total organizational
effectiveness. In today's dynamic and competitive business world, it is essential to success and
long-term sustainability. Many methods exist (qualitative and quantitative) for efficiency
evaluation across various fields. Among the typical forms of qualitative efficiency evaluation
methods are classified metrics of KPIs (Key Performance Indicators), different Benchmarking
analyses, the framework of a Balanced Scorecard, etc.

The Data Envelopment Analysis (DEA) and Stochastic Frontier Analysis (SFA) methods
represent typical quantitative methods for measuring the effectiveness of organizations. SFA
is a parametric performance evaluation method that considers technical inefficiency and
random error. It determines the inefficiency of decision-making units concerning an estimated
production frontier. The methodology was developed by economists Arie Kapteyn and Jan van
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den Berg in the late 1970s. A non-parametric technique for evaluating the relative effectiveness
of decision-making units is called DEA. It considers the capacity of various departments to
transform inputs into outputs to compare their efficiency. DEA was developed by Abraham
Charnes, William W. Cooper, and Edwardo Rhodes in the late 1970s [1]. In a time when
agricultural and other economic sectors are mainly focused on reducing negative
environmental impacts and increasing positive effects on people and capital, there is an even
greater need for studying efficiency [5], [8], [9].

Sistema de Analisis de Balances Ibéricos, commonly known as SABI, a financial database
and analysis system that provides comprehensive financial information and analysis of
companies in Spain and Portugal, was the source of data for our research on measuring the
efficiency of wineries in Spain [10]. Through the database, we have accessed 2.880 wineries in
Spain that have their wine cellars in all the country's wine regions on that part of the Iberian
Peninsula.

After the introductory part, where we present the importance of efficiency research, there
follows a chapter on methodology, where we present the development of the used DEA model.
The results section follows. The article concludes with a summary of the main findings,
advantages, limitations, possibilities of application and direction for further research.

2 DATA COLLECTION AND METHODOLOGY

After collecting and editing the data, the DEA model was created: first, we defined the
objective function and the constraints that encompass the efficiency evaluation process. This
was followed by preparing data for analysis by normalizing inputs and outputs. This step
ensures that the variables are comparable and that the DEA model can accurately estimate
efficiency.

In the case of evaluating the efficiency of Spanish wineries, we focused on data from 2019.
We could not access the latest data after the coronavirus period; for this, we used a database
from the period before the outbreak of the epidemic, as the situation during the epidemic was
quite different from the more normal one. We defined input and output data for the model. For
the input data, we considered the number of employees in the winery in 2019, while the output
data were 1) business revenue in 2019 and 2) profit per employee in 2019.

Among all 2.880 wineries, we eliminated all those for which we could not obtain all the data
representing our inputs and outputs. Furthermore, we also cancelled those with a negative profit
in 2019 (negative profit is understood as management inefficiency). This left us with 848
companies (wineries) in the set for further analysis, based on which we checked the mentioned
efficiency.

The DEA model was developed using the MaxDEA 7 tool, Beijing Realworld Software
Company Ltd. Within the DEA model methodology, the CCR model was used. The CCR
model assumes constant returns to scale (CRS), assuming the DMUs operate at an optimal
scale and any input/output quantities changes do not affect their efficiency. The model seeks
to maximize the efficiency scores of the DMUs while ensuring that the weighted sum of their
outputs does not exceed the sum of their inputs [1]. Mathematically, the CCR model can be
formulated as a linear programming problem.

The formula for evaluating efficiency in the CCR model is expressed:

Z;}=1(u1‘b) Yrp)
Max Tt 1 Wiep) (xgp) 1)

whereby the following conditions must be observed:
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Upp, Vip = € for each unitr, k

Yij = output vector r built with unit j
Xkj = input vector k built with unit j
ur = output weight r on basic unit b
vi = input weight | on basic unit b

j = number of DMU

r = number of outputs

k = number of inputs

¢ = small positive number

3 RESULTS
3.1 CCR-I model

The efficiency score generated by the CCR model for each DMU represents the ratio of its
weighted sum of outputs to the weighted sum of inputs (Charnes et al., 1978). An efficiency
score of 1 indicates that the DMU is operating efficiently, utilizing its inputs effectively to
generate results. Scores below 1 indicate relative inefficiency, with room for improvement.
According to Charnes et al., (1978) when input and output-oriented technological efficiencies
are equivalent, the technology demonstrates consistent returns to scale (CRS). The technology
is inefficient if variable returns to scale (VRS) characterizes the technology, and this equality
does not hold for each group of inputs and outputs.

Table 1: Results of input and output-oriented CCR model.

alternative (Winery) CCR-1
DMU 1 0,137348
DMU 2 0,770799
DMU 3 1
DMU 4 0,337550
DMU 5 0,146867
DMU 6 0,108621
DMU 7 (average value) 0,009035
DMU 8 (lowest value) 0,000002

The results of the CCR-I model indicate that a winery is efficient when it is impossible to
increase outputs without reducing residual outcomes or increasing any input. From the set of
all companies analyzed, the DEA analysis of the CCR model showed total operational
efficiency in only one winery. Table 1 shows a collection of the six most efficient (out of 848)
wineries we got during the analysis (DMU 1 — DMU 6). The average score of 0,770799 (DMU
2) shows that the analyzed winery could operate at 77 % of the current output level with
unchanged input quantities. Winery could increase its output by 23 % with unchanged inputs.
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4 CONCLUSION

The DEA (Data Envelopment Analysis) performance measurement model is designed to assess
the relative performance of decision units (DMUSs) in a data set. The results of our analysis
show that a particular DMU operates with maximum efficiency within a given input-output
framework. In other words, it achieves the best possible results relative to the other units in the
analysis. It is possible for a winery to implement effective processes, resource allocation
strategies, and management practices. However, the effects of their technologies, resources,
market position, and other expertise they manage also probably play an essential role. When
interpreting the results, we should also consider that we used one input and two output data,
which is a weakness for this type of analysis. For more accurate calculations, it would be
necessary to check other DEA analysis models and supplement them with the AHP method. In
the future, we could compare the effectiveness of DEA between wineries that only grow and
sell grapes or wines compared to those that diversify their activity with other complementary
activities (for example, tourism).
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Abstract: Inflation, conflicts around the world have huge impacts on prices of agricultural inputs and
outputs. The paper addresses preliminary analysis of economic indicators on typical agricultural
holding with arable production in Slovenia for the period 2018-2022. For this purpose farm model was
applied. Results show on high volatility in economic indicators through the years, especially in the years
2021 and 2022. Value of coefficient of variation for expected gross margin (0.61) confirms unstable
economic conditions. This shows the high risk of arable farming, despite the significant rise of prices
of agricultural products. Thus, it will be very important for farms that want to increase their production
to include these price risks in their managment.

Keywords: farm model, linear programming, economic indicators, agricultural inputs, typical farms,
price volatility

1 INTRODUCTION

In the wake of energy crises and climate change, supply chains for agricultural inputs are
becoming more volatile. The war in Ukraine has led to a global increase in gas prices and a
decline in fertilizer supplies. This aggression has exacerbated energy and agricultural resource
crises in global supply chains and prices for natural gas, oil, and coal have risen rapidly [4].
Energy, especially oil and petroleum derivatives, is considered as an important factor of
production in economy. They are widely used to supply various sectors such as transport and
agriculture [8]. Prices for commodities such as grains and vegetable oils have reached record
highs since 2021, even surpassing the levels of the global food price crises of more than a
decade ago. Now, the war in Ukraine has driven prices even higher [3]. Economically viable
farm households contribute to the resilience of agricultural and food systems and are a
prerequisite for the provision of food, agricultural landscape services and environmental goods
[6]. The current practice of sustainability assessment at the farm level considers quantitative
data and financial ratios [9].

Agricultural models are an appropriate tool to assess the economic indicators at the farm
level and to monitor development trends in individual segments of the sector as well as the
impact of different policies at farm level [7]. Farm-level modelling enables simultaneous
consideration of production, price and policy information [5].

2 FARM MODEL

For our research, Farm model [10] based on model calculations (MC) prepared by Agricultural
institute of Slovenia was used [1]. The model is based on mathematical programming and has
independent modules for individual phases of analysis. Together, it enables a comprehensive
analysis of the farm production plan. The majority of the operations are automated and
performed by Visual Basic (VBA) macros, which allows relatively simple microeconomic
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analyses and the adaptation of MC to the production conditions of the analysed farms. MC are
independent simulation models for agricultural activities that allow estimation of input
consumption and, consequently, production costs for each agricultural product based on the
specified (selected) initial technological parameters.

In the version of the farm model that was used for this study, the model is based on linear
programming (LP) (1) to (3). This is a single-objective approach in which the decision maker
is assumed to make decisions primarily based on a single objective in the face of changing
circumstances when determining a production plan, considering all production constraints at
the farm level. The matrix of production possibilities thus represents an example of the
determination of an (optimal) production plan, where we focus on maximizing the objective
function (1). In our case, this was the expected gross margin, which we assumed to be one of
the most important objectives influencing decision making, along with the characteristics
(type) of the farm.

The characteristic of LP is that the solution can change rapidly during optimization. In the
case of price changes, it can be even more drastic. Therefore, sepecial attention has been put
to crop rotation and limmited possible changes of production plan.

maxEGM =3}’ . ", CiXj (D)
Yot i <D foralli=1tom 2
Xj>0 for all j 3)

The idea is to optimize production plan, calculating values of production activities - variables
(xj) using a LP, maximizing the expected gross margin (maxEGM). In our example, the
coefficients of the objective function (c;) represent the expected gross margin (EGM) for each
production activity in the model. It is calculated as six months average of variable costs and
revenues for each production activity, with the same probability for each period within 2018
and 2022.

2.1 Typical arable farm cultivating 70 ha of arable land

The main objective of this study is to illustrate how changes in input and output prices (price
volatility) affect farm economic outcomes and how such an exercise could be modelled with
farm model. For the purposes of this analysis, we choose ten consecutive six months periods
in last five years. Prices of agricultural inputs are monitored and updated regularly on monthly
bases, and are recalculated for this timeframe [1]. Research with the farm model was conducted
on a typical agricultural holding with arable farming (TAH-A), which is specialized in crop
production [10]. Main production activities on analysed farm are production of cash crops as
barley, corn, wheat, soybeans, rapeseed and buckwheat (Table 1).

In Table 1 we can see the abstract of production plan for analysed farm, developed in another
study [10]. It cultivates 70 ha of arable land and is well equipped with machinery. The workload
on such a farm accounts for 0.5 full-time equivalent (FTE). It is representative of the semi-
professional medium-sized farms in Slovenia, of which there are many in Slovenia and in
which we are interested in. Namely, it is certainly representative for a group of farms that will
in the future try to increase the volume of production (ha) in order to maintain its existence.In
this respect, these economic fluctuations are even more important, as it is a significant price
risk. After all, most of these farms will increase their production on account of the leased areas
and risk assessment from this point of view is important for successful business.
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Table 1: Production plan for analysed typical arable farm

Typical arable farm
Production activities . . .
Unit | Scope (unit) Yield (kg/ha)  GMaois-2020 (EUR)
Barley (ha) 14.0 6000 322.6
Wheat (ha) 17.5 6500 444.0
Buckwheat (ha) 2.8 1000 101.5
Corn (ha) 28 11000 129.3
Soybeans (ha) 35 3500 716.6
Rapeseed (ha) 7.0 3400 397.1
Set-aside (ha) 35
Arable land on farm | (ha) 70.0
Labour on farm (FTE) 0,5

Further we present the economic results for the analysed periods and deviations from the
average three-year situation (Baseline). With this, we want to show how important the real-
time recalculation of economic indicators is and how the events of this five-year period
significantly affect the efficiency of production.

Table 2: Economic indicators for typical 70 ha arable farm

Typical 70 ha arable farm in Slovenia

Economic indicators EUR

(EUR) Baseline % of baseline

2018-2020 118-618  718-1218 119-619 719-1219 120-620

Total revenue 104905 103.7 103.6 95.8 95.8 96.9

Total variable costs 84064 96.1 97.3 97.4 96.8 99.1

EGM 20842 134.5 129.0 89.4 91.7 87.9

EGM/h 20.8 136.6 131.2 90.5 93.0 88.0

SD of EGM 12715

720-1220 121-621 721-1221 122-622 722-1222

Total revenue 96.1 132.1 132.1 160.0 160.0

Total variable costs 94.2 96.8 112.8 155.4 166.8

EGM 103.4 274.3 210.1 178.6 132.5

EGM/h 105.4 278.9 213.6 179.8 133.6

Farm generally achieves good economic results for the agricultural sector. With an hourly rate
of 20.8 EURV/h, it achieves average results regarding arable production. In Table 2 we show
economic indicators for two six month averages for each year (January-June, July-December).
Each period is subject of optimization while the production plan can only be slightly changed
within the existing constraints (crop rotation) of the farm. The results show high volatility in
total revenue, variable costs and gross margin, especially in years 2021 and 2022. It should be
noted that the crop yield in the model is unchanged in these years. In practice, we know that
crop production depends largely on weather conditions, which have been very variable in
recent years as well.

Result show that total revenues, total variable costs and expected gross margin for a typical
farm in our research are relatively volatile in a 5 year period. As a Baseline, we considered
three years average 2018-2020 [10], and the results per each six month period are expressed as
a percentage change of the baseline. It can be seen that farm’s revenues decreased by up to 4 %
in 2019 and 2020. However, in 2021, revenues increased up to 32 % and 2022 was an extreme
year with revenues up to 60 %. Assuming, of course, that the drought did not cause major crop
losses. In parallel, total variable costs were below baseline until the second half of 2021, when
they increased by up to 13% from July to December. In the first six months of 2022, total costs
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were over 55% and in the last six months even up to 67% higher, compared to the Baseline.
All this had a significant impact on the EGM. EGM was highest in first six months of 2021,
input price increases have not yet kept up with revenues. The trend of the hourly rate is similar,
but the deviations are mainly due to slight changes in production plans between years.
Coefficient of variation (CV) in our scenario is 0.61 which is another indicator that economic
conditions were not stable. Results are consistent with data in Report on the state of agriculture,
food, forestry and fisheries in 2021 which shows that agricultural commodity prices at the
aggregate level are volatile and have increased significantly in 2021 [2].

3 CONCLUSIONS

The paper presents a case study of analysing economic indicators of a typical arable farm with
a farm model. It is important to observe prices in detail in shorter periods of time, because
average values of longer periods can hide many things and can be catastrophical for farmers.
We were interested in an example of an analysis of the effects of changes in input and output
prices on economic indicators at the farm level. The results show that recent years have been
very volatile as far as input and output prices are concerned. Second half of 2022 shows total
revenue can increase up to 60 % while total costs have increased up to 67 %. CV of EGM
(0.61) confirms unstable conditions and shows high risk of arable farming despite the
significant increase in the price of agricultural products. For farms that want to increase their
production, it will therefore be very important to include these price risks in their management.
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Abstract: The global population growth requires increased food production, but it faces challenges due
to climate variability and environmental crises. Innovative approaches are proposed for transforming
agricultural systems using regenerative practices and natural capital valuation. The "multi-stakeholder"
approach enables informed decision-making and sustainable measure implementation. It incorporates
diverse perspectives, expertise, and local knowledge, fostering effective research, policy development,
and stakeholder engagement in agriculture and environmental planning. Emphasizing multi-stakeholder
collaboration is essential for achieving sustainable agriculture and addressing global challenges.
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1 LITERATURE REVIEW

The literature review discusses the impacts of climate change on agro-ecosystems, strategies
for achieving sustainability in agriculture, challenges faced by farmers in implementing
sustainable agricultural practices, and innovative approaches like regenerative practices and
natural capital. Climate change poses a significant challenge to agriculture due to limited
resources and extreme weather events (Jia, 2021). Conventional approaches contribute to
climate change and negatively affect crop yields, livestock farming, and fisheries (FAO, 2021).
Strengthening climate resilience is crucial to address these challenges (Holleman et al., 2020).
Sustainable agriculture aims to preserve biodiversity, soil fertility, and mitigate climate change
impacts (Slabe et al., 2018). Transforming agricultural systems is essential for efficiency and
resource utilization (Borec et al., 2021). Shifting towards sustainable business models is vital
for addressing environmental challenges (Barth et al., 2021). Specific on-farm measures
contribute to achieving environmental and safety objectives (FAO, 2021). Farmers face
economic challenges in implementing sustainable practices due to limited access to data and
high costs (Jia, 2021). Implementing organic farming on a large scale may pose challenges
(Balazs et al., 2023). Addressing these challenges requires a flexible and dynamic approach
known as the agroecological transition (Jia, 2021). Regenerative farming offers a pathway to
address climate change and empower farmers (Brown et al., 2022). Organizations embracing
regenerative business models prioritize planetary health and societal well-being (Konietzko et
al., 2023). Implementing regenerative practices may pose challenges, but financial incentives
and considering ecosystem services can facilitate successful implementation (Schreefel et al.,
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2022; Farrell et al., 2022). Natural capital accounting is crucial for preserving ecosystem
services and achieving sustainable goals (EU Commission, 2023).

2 MATERIALS AND METHODS
1.1 Multi-Stakeholder Collaboration

"OPTAIN - OPtimal strategies to retAIN and re-use water and nutrients in small agricultural
catchments across different soil-climatic regions in Europe™ is an EU-funded research project
promoting the adoption of Natural/Small Water Retention Measures (NSWRMSs) to address
conflicts between agricultural water usage and other water demands. The project involves
stakeholders from 14 case studies, scientific modelling, and optimization approaches to
enhance understanding and maximize the benefits of NSWRMs. Objectives include identifying
effective techniques for water and nutrient retention, optimizing NSWRMs for environmental
and economic sustainability, and providing recommendations for sustainable water
management in agriculture. Collaboration with local stakeholders aims to enhance adaptation
to extreme events and reduce conflicts by implementing various water retention and efficiency
measures in agriculture. Workshops are vital in the project, serving as a platform to engage
stakeholders and gather necessary information. They aim to determine the best combinations
of measures for water and nutrient retention, considering social and environmental goals.
Through collaboration among scientific, non-scientific, and local partners, workshops facilitate
understanding and co-creation of solutions for challenges related to soil vulnerability and water
and nutrient cycles. Multi-Actor Reference Groups (MARGS) are established within each case
study to ensure alignment with socio-economic context, legal aspects, and socially acceptable
solutions. Workshop objectives include co-creation of knowledge, identification of effective
measures, and determination of assessment indicators. Stakeholders from various backgrounds
critically assess the evaluated measures, contributing to a more realistic assessment. The
workshops promote mutual learning, reflection, dialogue, and shared understanding, aiming to
identify solutions and facilitate structured collaboration within the case study. Establishing a
collaborative workgroup and implementing a problem-solving process with diverse
stakeholders involves several key steps. These include defining research objectives, identifying
necessary information and data, and conducting a well-structured introductory workshop. An
experienced moderator is crucial for effective group facilitation. Engagement methods such as
focus group discussions, surveys/questionnaires, and semi-structured interviews can provide
valuable insights. Stakeholder involvement is important throughout all project phases,
including problem identification, assessment, scenario development, and solution
implementation. The organization of the workgroup and participant selection are vital for
successful collaboration. A visual diagram illustrating stakeholder engagement and workgroup
establishment can represent the process (Figure 1) (van den Brink et al., 2021).

Identification of _ Interactions with Use of
stakeholders stakeholders | engagement
| results in
research
. Involvement
Recruitment
(workshops,
questionnaires,
interviews)

Figure 1 : The process of establishing a multi-stakeholder group and engaging stakeholders for research
purposes (OPTAIN, 2021).
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Stakeholder selection for workshops followed a flexible and pragmatic approach, considering
diverse case study contexts. The establishment of MARGs varied due to differences in
engagement norms and existing practices across case studies. Trust, power balance, equity,
shared goals, and available resources influence stakeholder engagement and should be
considered. Building relationships and trust takes time and continuity. Understanding
stakeholder perspectives is crucial for meaningful engagement. MARGs should be adaptable
to the local context, and workshop organizers must be aware of these factors to address local
concerns effectively. Methods like focus group discussions, surveys/questionnaires, and semi-
structured interviews can facilitate stakeholder engagement (OPTAIN, 2023, van den Brink et
al., 2021).

3 RESULTS

The results of the OPTAIN project highlight the significance and benefits of a multi-
stakeholder approach in agricultural research and decision-making. Key findings include:

- Involving diverse stakeholders is crucial for informed decision-making and the
implementation of sustainable measures. Neglecting local stakeholders' opinions can
lead to suboptimal outcomes. A holistic view and consideration of environmental
impacts are essential when involving all relevant actors.

- Collaboration between researchers and stakeholders in the agricultural sector is proving
effective in the OPTAIN project. The participation of interested parties contributes
diverse perspectives and insights to research and decision-making processes. This
collaborative approach is highly recommended for similar initiatives at different levels.

- The combination, strategic location, and proper implementation design of measures are
critical for realizing the benefits of sustainable practices. Public financing and
involvement are important for economically viable implementation. Public actors
should assess measure suitability and align them with existing agricultural measures
and strategic plans.

- The establishment of multidisciplinary reference groups, such as the MARG in
OPTAIN, plays a pivotal role. The group allows practical stakeholders to critically
evaluate measures, providing real-world data. It includes decision-makers, farmers, and
organizations involved in agricultural and environmental management.

- Workshops facilitate knowledge exchange, foster closer connections among sectors,
and enhance mutual understanding between researchers and stakeholders. They raise
awareness of the impacts of sustainable measures and set the stage for collaborative
action.

- Tailored approaches considering local environments and farmers' needs are crucial for
optimal results. The multidisciplinary approach helps identify potential conflicts and
explore compromises and solutions acceptable to all parties involved.

Continued utilization of the multi-stakeholder approach is strongly recommended in similar
projects, policy development, and strategy formulation in agriculture and the environment.
This approach promotes sustainable agriculture by incorporating diverse perspectives,
expertise, and local knowledge. It ensures the comprehensive consideration of stakeholders'
needs and interests, leading to inclusive and equitable decision-making processes. By
embracing this approach, we can work towards a more sustainable future for agriculture, the
environment, and the well-being of all stakeholders.
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Abstract: Precision treatment of blueberries has recently gained high importance due to the value of
the crop. Such treatment is intended to be performed by unmanned ground vehicles (UGVs). However,
the autonomy of UGVs is constrained by technological limitations, requiring their tasks to be executed
in optimal routes. This paper presents an ALNS-based approach for the optimisation of UGV routes
and its evaluation on problem instances based on an actual blueberry field. We also identify possible
alternative solution methodologies that will be evaluated in the future research.

Keywords: Precision agriculture, UGV, blueberries, optimal routing, ALNS, TSP.
1 INTRODUCTION

Blueberries are a high-value crop which requires a careful and dedicated treatment. To address
this need, the BioSense Institute is developing an unmanned ground vehicle (UGV) specialized
in precision monitoring, soil sampling, and spraying in blueberry plantations. The UGV
autonomy is of major importance as it determines the efficiency of UGV deployment. Hence,
determining the near-/optimal UGV route for tasks execution, considering the observed
blueberry field, its rows and characteristics, the requested task locations within the field, and
the starting point of UGV’s execution, is essential.

We particularly analyse the problems of precision spraying and soil sampling performed by
the UGV. In both cases, the UGV is required to visit certain points in the blueberry field and
perform spraying or soil sampling. To reach those points, the UGV can only move between
blueberry rows, without crossing them, as shown in

Figure 1. Changing rows is only permitted at the ends of each row. Furthermore, there is a
drainage trench, located adjacent to each field row, preventing the UGV from approaching the
row from that side. The trench is represented with a zigzag line in
Figure 1. Finally, the UGV’s camera for precise positioning is looking on the left-hand side,
with respect to the UGV movement direction. The camera must face the targeted blueberry row
to ensure accurate UGV positioning. Therefore, we aim to approach each spraying/sampling
point (SSP) so that the camera is looking in its direction, thereby avoiding UGV rotation and
additional power consumption.

Figure 2 illustrates a desired, optimised UGV path. The green points and purple diamonds
denote the allowed and visited projections of SSPs to inter-row corridors. At the former, the
UGV approaches the SPP with the camera facing it, while the latter denote locations where the
UGV must rotate to achieve precise positioning. The dark green lines denote the travelled path.
The black X marks represent the SSPs projections that are not allowed due to the presence of
the drainage trench. The red points and dashed lines denote the inter-row corridors that are not
utilised.

Since the UGV should visit every SSP in the near-/optimal manner, with respect to the
abovementioned physical characteristics of blueberry fields and utilised UGVs, this problem
represents a customised version of the travelling salesman problem (TSP). In this paper, we
provide the details of the extended problem and our solution approach.
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The remaining of the paper is organised as follows. In Section 2, we analyse the related
work. Sections 3 shows the details of problem modelling and solution algorithm. Section 4
presents the results and evaluation of our solution approach. Finally, Section 5 gives the
conclusions and our intentions for the further research.
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Figure 1: The appropriate UGV
movement within the field rows.

Figure 2: An optimised UGV route.

2 RELATED WORK

One of the most common approaches for TSP solution is the Lin-Kernighan’s improvement
heuristic, which belongs to the class of local search algorithms [3]. Here, the search starts from
an arbitrarily selected tour, and, at each state, the algorithm tries to remove k tour arcs and
insert k new ones to improve the solution cost. Such move is known as the k-opt move [3].

In general, metaheuristic algorithms such as simulated annealing (SA, [1]), tabu search [4],
and genetic algorithms (GA, [2]) are also commonly employed to solve the TSP. Recently,
adaptive large neighbourhood search (ALNS), a metaheuristic algorithm, has been used to
solve the TSP with good results [5, 6]. This metaheuristic builds upon the SA framework and
utilises a set of heuristic moves, called destroy and repair operators, to generate candidate
solutions. The purpose of a destroy operator is to create a significantly different solution and
hopefully push the search process into an unexplored part of the search space. Then, the repair
operator is responsible for restoring the feasibility of the new solution, if needed. In each
iteration, a pair of destroy-repair operators is randomly selected driven by their success rate up
to that point, i.e., more successful operators have higher chances of being selected. If the
operators create a better solution, their success rate is increased, otherwise, it is penalised.

Based on the benchmark tests, Laporte, Ropke, and Vidal suggest several other solution
methods, such as GA, memetic algorithms, parallelised local search algorithms, and hybrid
approaches combining GA and neighbourhood search [5]. These methods are located on the
Pareto front representing the compromise between the average optimality gap and solution
time. Consequently, all of them are considered good candidates for the solution of our problem.

3 SOLUTION METHODOLOGY
To account for the constraints additional to the original TSP, we perform specific data

preparation. Each sampling point is projected onto a corresponding point in the inter-row
corridor, on the opposite side of the drainage trench. The graph utilised in the TSP solving
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consists solely of these projection points. With that, we avoid approaching the rows from the
side of the trench.

Rather than explicitly implementing the constraint that the precise positioning camera must
look towards the sampled row, we solve the relaxed problem. Each rotation incurs a substantial
penalising cost, which drives the search algorithm to avoid such situations. The benefit of such
a solution approach is allowing the algorithm to investigate states, worse than the current
solution, and escape local minima. Finally, the objective function accounts for an additional
rotation cost at each location where the camera is faced opposite to the sampling point.

Thus, the mathematical model of our UGV routing problem is defined by extending the
objective function of the original TSP model [1] with the cost of UGV rotations. The cost of
travelled distance and UGV rotations are both expressed in the amount of utilised energy, in
the same units, and combined in a single objective function with a plain sum. The model
constraints are the same as in the original TSP model [1]. Due to limitations in paper length,
we omit the mathematical formulation of the model, which is available upon request.

One of the simplest solution approaches for the TSP is the greedy algorithm [1]. In our case,
the greedy algorithm starts at the SSP closest to the UGV’s starting position. At each SSP, it
selects the nearest unvisited SSP as the next destination. This process is repeated until all SSPs
have been visited. Although it is quite naive, the greedy algorithm is capable of quickly finding
the solutions that outperform than the man-made ones. In our solution approach, we utilise the
greedy algorithm to generate an initial solution, which will be further improved.

Finally, we apply the heuristic based on the ALNS framework, starting from the initial
solution. Following the findings of [3], we combine the pairs of destroy and repair operators
into unified operators based on k-opt moves. In the current state of our research, we select 2-
opt, 3-opt, and 4-opt operators, while the larger-k-opt operators induce either a longer
execution time without yielding better solutions, or even the algorithm being trapped in
solution spaces distant from the best-found solution. We have also tested shuffle operators,
which randomly permute subtours. However, these did not lead to any result improvements.

4 EXPERIMENT RESULTS

The ALNS parameter tuning included selecting the initial and final probabilities for accepting
a worse solution, the strategy for temperature drop, the number of temperature drops, and the
number of intra-temperature iterations. Figure 3 illustrates the achieved algorithm behaviour,
demonstrating desired exploration and diversification at the beginning, followed by intensified
local search in the most promising search region. The green line denotes the current solution,
while the blue line represents the overall best-found solution.
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For the algorithm evaluation, we have solved the three problem instances based on the model
of areal blueberry field located in Babe, Serbia. To thoroughly assess algorithm’s performance,
the tested instances contain 10, 50, and 100 randomly generated SSPs. They are denoted
UGV10, UGV50, and UGV100, respectively. Each problem instance is solved 50 times with
randomly selected starting UGV locations around the field. Table 1 shows the statistics
regarding the cost improvement and execution time for each instance. The tests were conducted
on Intel(R) Core(TM) i5-9400 CPU @ 2.90GHz with 16 GB RAM.

Table 1. Developed algorithm solution statistics, i.e., average, minimal, and maximal solution improvement and
time are shown for each problem instance.

Instance Average  Max. impr. Min.impr. Avg.sol. Max. sol. Min. sol.
impr. [%] [%6] [%6] time [s] time [s] time [s]
uUGVv10 16.47 22.58 12.52 81.43 90.91 79.67
UGV50 12.47 18.63 4.79 395.39 405.53 387.67
UGV100 7.76 11.22 4.26 759.68 776.95 749.06

5 CONCLUSIONS AND FUTURE RESEARCH STEPS

The evaluation of the current algorithm has demonstrated its suitability for the intended
purpose of UGV routing optimisation. With the smaller number of SSPs, the cost improvement
is significant while the running time is satisfactory. Moreover, the experiment results indicate
that the running time increases linearly with the problem size, which is the same time
complexity as obtained by the k-opt implementation by Helsgaun [3]. Furthermore, the current
algorithm implementation uses only one CPU thread, which leaves space for further
performance improvement.

In our future research, we intend to estimate the optimality gaps obtained by the current
solution algorithm. Additionally, we aim to develop algorithms based on GA and hybrid
approaches, as suggested in [5], and compare their performance with the presented algorithm
in the observed case of UGV routing optimisation.
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Abstract: The milk processing sector in the Republic of Croatia faces many challenges. To this end,
we are developing a modelling approach that will enable analysis at different levels of the sector. In
this paper, we present results of defining typical dairy farms using cluster analysis. Cluster analysis was
performed on real data obtained from the Croatian Agency for Agriculture and Food. Hierarchical
clustering and non-hierarchical clustering were performed using IBM SPSS Statistics. Two options are
presented. The goal is to find the most acceptable typical dairy farms that will be used to create farm
models based on the mathematical programming approach.

Keywords: cluster analysis, typical farms, dairy sector, mathematical programming, farm model
1 INTRODUCTION

Over the years, there has been a decline in the number of farms, livestock, and the amount of
milk production. Small farms with a few animals are either closed or transferred to arable
production [5]. As the situation in the milk production sector in the Republic of Croatia is far
from good, and the measures implemented obviously do not lead to improvement, a more
detailed analysis of the sector is needed. Therefore, the development of appropriate models is
a logical follow-up to make better decisions. For decision-makers to have a better insight into
what is happening on certain types of agricultural holdings and for their decisions to be based
on facts, different models are needed [3].

The strategic plans of the EU member states place increasing emphasis on the use of models
that enable simulation at the farm level or at the level of the selected aggregate [4]. They
suggest that each member state should choose its own agricultural policy priorities and, in
accordance with common EU-principles, determine the type, allocated funds and scope of
individual measures. Since the effects of policies differ by farm type, the farm model becomes
the main tool to generate scenarios or ‘what-if' analyses and simulate how a particular scenario,
for example a change in agricultural resource prices, agricultural or environmental policy, may
affect a set of performance indicators [2]. In the farm models, mathematical programming is
most often applied, as well as models based on econometric and simulation approaches [6]. As
it is impossible to carry out the analysis at the level of every agricultural farm, it is carried out
at the level of typical representatives. Agricultural farms are classified into smaller groups with
common characteristics, which are called typical agricultural farms [1]. These are generally
real or hypothetical farms that best represent the situation in a certain segment of a particular
sector (representative households) and allow generalization at the aggregate level.

Before the actual creation and application of the farm model in the dairy sector in the
Republic of Croatia, it is necessary to create typical farms focusing on dairy production, i.e.,
farms should be grouped according to main common characteristics. Therefore, the main
purpose of this work is to obtain typical farms by applying cluster analysis based on available
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data following the example of similar studies. It does not require any assumptions about the
number and structure of the groups into which the data will be distributed, but the grouping is
done on the basis of similarity between the data of farms. The aim is to find the most acceptable
solution that will help us to define typical farms and develop a farm model for each cluster.

2 METHODS

Cluster analysis was performed on real data obtained from the Croatian Agency for Agriculture
and Food. The database consisted of 4.198 dairy farms that supply milk in the Republic of
Croatia. After arranging the obtained database (connecting data from different farm databases,
removing duplicate and inactive farms, etc.) there were 3.398 farms left for the analysis. Since
in this analysis we focus on family farms, 67 of the farms have been excluded from the sample,
since they have the status of a legal entity and form a special category. A separate cluster
analysis will be done on them. Therefore, the final number of farms analysed is 3.331. These
are family farms that delivered milk and as such were included in the resulting register (Table
1). IBM SPSS, Statistics V22.0 software package was used for statistics data processing and
analysis. The variables and their descriptive statistics are presented in Table 1.

Table 1: Descriptive statistics for 3.331 dairy farms

Variable Name Variable Mean SD Min Max
NOC Number of cows 14,78 20,47 1,00 456,00
ADOM Annual delivery of milk (kg) 73 257,69 | 146 015,79 | 21,00 | 2799 071,00
NOPC Number of plant cultures 6,29 2,27 1,00 18,00
AUC Area under culture (ha) 23,68 31,68 0,15 469,05

The cluster analysis was first carried out in relation to all the mentioned variables. First,
hierarchical (agglomerative) clustering was performed using Ward's method. Then non-
hierarchical clustering, i.e., k-means algorithm, was performed [7]. Given that all variables are
numerical the squared Euclidean distance was chosen as the distance measure. All algorithms
were applied to standardized data. Among numerous solutions, two solutions were chosen as
the final.

Cluster analysis solutions are not unique and depend on the application of different elements
of the analytical procedure (e.g. hierarchical or non-hierarchical method, different algorithms
of the same method). The solution also depends on the variables that were used as a basis for
measuring similarity, so one should be careful about the impact of each decision when choosing
variables.

3 RESULTS

The resulting clusters of farms will be the starting point in further analysis to define typical
farms (production parameters, technologies etc.), which will be modeled with the farm model.
Two options of clusters are presented in this paper. The first one describes the clusters in which
all the mentioned variables are included (Table 1). In the second, only 2 variables were
included in the analysis (NOC and ADOM) that are more significant for this analysis.

3.1 Casel

The next step is to determine the optimal number of clusters using the dendrogram (see Fig.
1). The dendrogram suggests 10 clusters. As the number of clusters increases, the heterogeneity
within clusters decreases. After the hierarchical one, a non-hierarchical k-means algorithm was
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applied to the data limited to a maximum of 10 clusters. Table 2 shows the structure of all
clusters after the implementation of k-means.

Figure 1: Dendrogram — Case 1

In this case 45% farms belong to cluster 1. The average number of cows in this cluster (7,70)
is smaller than the average number of cows in the Republic of Croatia (14,78), the average
annual milk delivery (30.107,85 kg) is lower than the national average of 73.275,69 kg, the
average area of land per farm (10.67 ha) is also smaller than the national average. This implies
that cluster 1 consists of very small farms. It can be seen that cluster 2 is also relatively similar
to cluster 1, but farms in cluster 2 have much more land and plant cultures than farms in cluster
1. Namely, there are many farms with a few cows and a lot of lands, and these are not farms
whose primary activity is milk production. For the stated reason, the variables AUC and NOPC
are excluded from the analysis. The two largest farms are in special clusters (cluster 9 and 10).

Table 2: Cluster structure — Case 1

Variables
Clusters | Number | Average | Min | Max Average Average | Average | Yield per |Land area
of farms| NOC | NOC | NOC ADOM NOPC AUC cow per cow

1 1.496 7,70 1 40 30 107,85 4,56 10,67 3973,20 2,09
2 873 8,41 1 25 33634,14 7,84 15,13 4 020,36 2,70
3 310 17,85 1 53 77 299,30 10,24 44,31 4 409,71 3,57
4 464 24,99 6 56 122 814,55 5,96 34,39 5096,74 1,69
5 25 46,52 8 111 216 429,72 8,80 220,43 | 4831,20 8,04
6 124 53,60 23 124 342 978,66 7,10 70,73 6 569,65 1,45
7 27 98,26 64 157 738 311,22 6,78 110,40 7 793,64 1,19
8 10 201,50 | 153 | 238 | 154349506 | 6,80 192,35 767141 0,95
9 1 317,00 | 317 317 | 2799071,00 8,00 469,05 8 829,88 1,48
10 1 456,00 | 456 | 456 | 2560 156,00 | 6,00 370,27 | 5614,38 0,81

3331 14,78 1 456 73 257,69 6,29 23,68 4 329.80 2,34

3.2 Case 2

Therefore, the variables that remained in the analysis are NOC and ADOM. A dendrogram was
made using the same procedure as in Case 1, and the k-means algorithm was implemented.
Table 3 shows the structure of all clusters after the implementation of k-means. Although the
dendrogram suggested 7 clusters, an analysis was done with 10 clusters for the sake of
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comparison with Case 1. The obtained analysis (see Tab. 3) shows that the variable NOC for
obtained clusters has a smaller range of disjoint intervals. The same holds for the ADOM
variable since it is a correlation variable.

Table 3: Cluster structure — Case 2

Variables
Clusters | Number | Average | Min | Max Average Average | Average | Yield per |Land area
of farms| NOC | NOC | NOC ADOM NOPC AUC cow per cow

1 1.889 5,70 1 15 20 374,81 5,95 12,98 | 3801,96 2,96
2 994 16,77 7 32 73871,13 6,68 27,01 | 4640,77 1,64
3 304 33,27 16 59 168 547,71 6,82 4352 | 5328,34 1,31
4 101 58,07 30 111 373 897,32 7,10 74,78 | 6719,71 1,30
5 30 96,50 56 157 699 186,73 6,87 130,98 | 7645,72 1,42
6 6 182,17 | 153 | 204 | 1275.357,46 7,17 136,78 | 7197,46 0,73
7 3 204,67 | 200 | 214 | 1636569,67 7,00 247,45 | 7999,35 1,22
8 2 230,50 | 223 | 238 | 2103315,93 4,50 204,51 | 9123,60 0,88
9 1 317,00 | 317 | 317 | 2799071,00 8,00 469,05 | 8829,88 1,48
10 1 456,00 | 456 | 456 | 2560 156,00 6,00 370,27 | 5614,38 0,81

3331 14,78 1 456 73 257,69 6,29 23,68 | 4329.80 2,34

4 CONCLUSIONS

By applying cluster analysis to the data of dairy farms in Croatia, several cases of relatively
homogeneous clusters were obtained. These will be typical farms that will be described/defined
in more detail at workshops with consultants and experts in the field and will be further adjusted
and upgraded with the Slovenian farm model [6]. This model will help to evaluate various
economic, technological, and environmental indicators with predetermined constraints.
Typical farms have different levels of economic efficiency. E.g certain policy measure that
would increase the profitability of one typical farm, does not mean that it would increase the
profitability of another farm. So, the same measure is not equally effective for every typical
farm. Such results could be useful to policy makers to get information on which dairy farm
needs which type of measure and how much they can adapt to the given situation. Such more
effective policy measures should encourage more economical farming.
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Abstract: Supply quality of tourism services has been subject of numerous studies. In this paper we
propose a methodology for assessment of supply quality of spas. It is based on combination of Likert
scale questionnaires and multi criteria method DEXi. DEXi utilizes a multi-criteria decision analysis
(MCDA) approach, which means it considers multiple criteria or factors when evaluating alternatives,
qualitative criteria values and utility functions in the form of “if...then” decision rules. In this case we
use a Likert scale questionnaire data as input data in the multi criteria model.

Keywords: supply quality, spa, DEXIi, Likert scale
1 INTRODUCTION AND METHODOLOGY

The use of multiple criteria analysis (MCDA) to assess the quality of the SPA supply can
address the issue of how the use of several criteria affects the evaluation of alternatives. In
assessing predetermined criteria, it is feasible to employ both qualitative and quantitative
values [11] Rozman et. Al 2017. The most appropriate method is qualitative evaluation of the
criteria within the multi-criteria problem due to the particularities of service activities,
including tourism. Determining the current state of the SPA supply quality is therefore a logical
application of the DEX approach proposed by Bohanec et al. [2].

Model manipulation is possible using the decision-based approach using statistical tools,
simulation, and optimization [1]. The following steps are taken when using these models to
assessment problems: presenting the issues using hierarchy and decision rules; assessing the
criteria and options when making decisions; examining the data generated from the model by
sensing the analysis; or discussing the outcomes. The decision support concept is widely used
in the tourism industry. The Technique for Order of Preference by Similarity to ldeal Solution
(TOPSIS), Decision EXpert (DEX), Analytic Hierarchy Process (AHP), Analytic Network
Process (ANP), and other more attribute-based approaches are utilized in this context. In
tourism management, the application of several criterion methodologies is widely
acknowledged.

Positive consumer feelings are significantly influenced by service quality, a sort of cognitive
appraisal [3]. SERVQUAL, created by [2], has frequently been used to gauge how well
customers feel their services are being received in various service contexts. However,
SERVQUAL required to be tailored to the particular service situation, according to [4]. To
develop a suitable instrument for measuring spa service quality, sufficient empirical data on
the dimensions and features of spa services is still required.

Delivering treatments that elicit good feelings is crucial for spas because doing so increases
client satisfaction [7] and repeat business [10]. The majority of spa research [5-6], [8], [12],
etc. concentrate on consumers' motivation, expectations of service quality, satisfaction,
preferences, and intentions to return.

2 DATA COLLECTION

The data fort attribute is transformed directly from Likert scale questionnaire. The basic
purpose of the primary research was to find out how foreign tourists or visitors are satisfied
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with the tourist offer in northeastern Slovenia. The research was conducted using the survey
method, whereby the questionnaire consisted of 13 questions, of which four were demographic
questions.

In the first part of the questionnaire, it was determined on what basis the tourists decided to
visit and what their reasons were, where they stayed and how they evaluated the
accommodation. Their satisfaction with the services in the complex itself, how many times
they had already been to SPA in northeastern Slovenia and how they traveled to the destination
were also recorded. We were also interested in whether you would recommend visiting SPA
in northeastern Slovenia to they friends or acquaintances, and what they liked most about the
destination and what they missed. The second part of the questionnaire contained demographic
data, namely about the gender, nationality, age and level of education of the respondent. The
data obtained in this way were subsequently used to prepare the DEX model. The rounded
average ordinal value from Likert scale was used as direct input into the DEXi model.

3 MULTI CRITERIA MODEL

We developed a multi criteria model based on DEXi method. DEXi (Decision EXpert for
Industrial systems) is a software tool designed to provide decision support in complex problem-
solving situations. It is a popular decision support system that helps users make informed
decisions by organizing and analyzing information in a structured manner. DEXi utilizes a
multi-criteria decision analysis (MCDA) approach, which means it considers multiple criteria
or factors when evaluating alternatives. It allows decision-makers to define and weight various
criteria based on their importance and then assess different alternatives against these criteria.
The detailed description of DEXi in the context of measuring suppy quality in tourism is
provided by Rozman et al. (2009). We used following hierarchy and scales for the spa service
quality assessment (figure 1).

DEXi The multicriteria model for spa suppy quality.dxi 13. 06. 2023 Page 1
Scales
Attribute Scale
The multicriteria model for spa suppy quality very poor; poor; average; good; very good
—Services Very poor; poor; average; good; very good
Offer of sport services very poor; poor; average; good; very good
Offer of wellness services very poor; poor; average; good; very good
Offer of various experiences very poor; poor; average; good; very good
Catering quality very poor; poor; average; good; very good
—Sence of security Very poor; poor; average; good; very good
—General criteria very poor; poor; average; good; very good
»Value for money« ratio very poor; poor; average; good; very good
Access to tourist information very poor; poor; average; good; very good
Hospitality very poor; poor; average; good; very good
—Environment and accomodation Very poor; poor; average; good; very good
Tidiness of the surroundings very poor; poor; average; good; very good
Tidiness of hotel rooms very poor; poor; average; good; very good

Figure 1: Hierarchy and scales of the spa service quality assessment

Utility functions were determined with the weights due to larger number of possible decision
rules combination. Initially we assumed equal importance of attributes (figure 2).
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DEXi

The multicriteria model for spa suppy quality.dxi 13. 06. 2023

Page 1

Average weights
Attribute

Local Global Loc.norm. Glob.norm.

The multicriteria model for spa suppy quality

—Services
Offer of sport services
Offer of wellness services
Offer of various experiences
Catering quality

—Sence of security

—General criteria
»Value for money« ratio
Access to tourist information
Hospitality

—Environment and accomodation
Tidiness of the surroundings
Tidiness of hotel rooms

25 25 25
25 6 25
25 6 25
25 6 25
25 6 25
25 25 25
25 25 25
33 8 33
33 8 33
33 8 33
25 25 25
50 13 50
50 12 50

Figure 2: Utility functions

DEXi

The multicriteria model for spa suppy quality.dxi 13. 06. 2023

Page 1

Evaluation results
Attribute

SPA IN NE SLOVENIA

The multicriteria model for spa suppy quality

—Services
Offer of sport services
Offer of wellness services
Offer of various experiences
Catering quality

—Sence of security

—General criteria
»Value for money« ratio
Access to tourist information
Hospitality

—Environment and accomodation
Tidiness of the surroundings
Tidiness of hotel rooms

good
good
good
very good
good
good
very good
good
good
good
very good
good
good
good

Figure 3: Evaluation results

SPAIN NE SLOVENIA

Figure 4: Assessment of selected SPA
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Figure 3 and 4 shows a sample (case study) assessment of SPA in northeastern Slovenia
4 CONCLUSION

As it can be gleaned from figures 3 and 4 the DEXi provides qualitative assessment of spa
service quality. The radar charts can be used for identification of strong and weak points
through the entire hierarchy and in this way helps the analyst/decision maker to propose
improvements based on assessment DEXi model provides a structured framework for analysis,
particularly in complex situations where there are multiple criteria to consider as in the case of
service quality. The DATA Likert scale questionnaire can be directly transformed for the use
DEXi model. Although this model is in its initial phase of development we can recognize its
potential in the analysis of service quality in spa management.
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Abstract: In this paper, we present an example of a modelling approach used to support agricultural
policy decisions in the preparation of the strategic plan for the next programming period 2023-2027.
The model is based on mathematical programming and exploits the optimization potential of LP. Itisa
specific approach that allows analysis at the level of the agricultural production plan and further
aggregation of results at the sectoral level. In this paper, we present an example of a policy scenario
analysis for the beef sector. It is shown that the approach used is useful and allows an ex-ante impact
assessment. Given the scenario chosen, the results indicate an expected deterioration of the situation.

Keywords: linear programming, farm model, impact assessment, CAP reform, beef
1 INTRODUCTION

Agriculture faces many challenges, and the Common Agricultural Policy (CAP) seeks to
support them and provide direction for development and transition to a fairer, healthier, and
more environmentally friendly food system. The new programming period 2023-2027
therefore addresses many challenges. In addition to the income issue and a more equitable
distribution of direct payments among farms, climate preferences, etc., the environment plays
a particularly important role. As various studies show, reducing the environmental footprint of
EU agriculture can only be achieved at the price of lower production and higher food prices
[3], which has a significant impact on farms. While the results make an important contribution
to the policy debate, the farm-level implications have generally been overlooked and additional
farm-level analysis is needed, especially in the development of strategic plans that should
consider the national and local characteristics of Member States.

The use of various methods to support policy makers has a long history. Reviewing the
literature, we find various examples of their use, especially for ex-ante analysis, ranging from
macro-sectoral analysis (models based mainly on the partial and general equilibrium
approach), which were particularly common in the first period of analysis by agricultural
economists, to the microsimulation models that emerged in the last period [1]. These are a type
of microsimulation models commonly referred to as farm models. Such models provide a better
understanding of decision making and management at the farm level and, on the other hand,
give policy makers a better insight into what is happening on individual farms so that they can
make better evidence-based decisions and thus achieve greater targeting.

In most cases, these are models based on the optimization potential of mathematical
programming [4]. This includes the model IFM-CAP used by the European Commission in the
EU. IFM-CAP is based on the Positive Mathematical Programming (PMP) approach and
allows the evaluation of different policy impacts on existing aggregates and groups of farms
[2]. Its main purpose is to evaluate and analyse the different impacts of the CAP on the
economic and environmental performance of farms. Its main advantage is its EU-wide
coverage. A farm-level impact analysis of the CAP for the post-2020 period has also been
conducted with IFM-CAP [3].

39



In Slovenia we also have an microsimulation model based on mathematical programming
that was used for this analysis. It is a farm model that enables analysis at the farm production
plan level [5]. In addition to the optimization of the production plan, it allows various analyses
as well as the evaluation of the impact of the selected CAP measures. For this study, we used
models of typical farms (TAH) specialized in beef production, which are presented in more
detail in Zgajnar et al [5].

2 MATERIAL AND METHODS
2.1 Farm model and aggregate analysis

The farm model used in this study is a tool based on a mathematical programming approach
that allows analyses of the impact of policies at the farm production plan level and aggregate
analysis at the sector level. This allows the use of different techniques in solving the production
plan, which is the basic level of problem solving at the farm level. It is a tool that follows the
modern trends in agro-economic analysis in this field and allows analysis at the TAH level [5].

In the present version, the deterministic LP is used. The developed matrix of production
possibilities is an example of production planning, where we focus on finding the optimal
combination of production activities, considering production constraints, to maximize gross
margin (GM).

In calculating the economic indicators, we have included in the analysis the average prices
of the three-year period 2018-2020, reducing the impact of inter-annual fluctuations that can
otherwise have a significant impact on (market) revenues and even more on gross margin (GM)
as two indicators we use to measure the impact of changes in our analysis.

In the remainder of this section (Table 1), we briefly present the models of TAHs based on
beef production. We summarize the main characteristics of the studied farms, which are
representative of the beef sector in Slovenia. They are presented in more detail in [6].

2.2 Scenario analysis

In the analysis, we simulated the expected effects of changes in CAP measures at the
agricultural production plan level. In the analysis, we considered first pillar measures and less
favoured areas (LFA) payments, while inclusion in voluntary farm environmental measures
(organic schemes) was simplified and modelled based on data available at the time.

We conducted an impact assessment for coupled direct payments for beef. The purpose was
to help policymakers determine what kind of impact direct payments have and whether it is
justified to support the beef sector as a sector facing certain difficulties. Therefore, in the case
of scenario 1 (S1), we considered all expected payments to which the farm would be entitled,
while in scenario 2 (S2) we excluded coupled income support (CIS). In doing so, we analysed
the impact of CIS on the economic indicators of cattle TAHSs.

In a further step, we extrapolated these results to the sector level. The basic assumption of
the scenario analysis was that the production plan can be changed only partially, and to a part
and extent that does not change the production activities that define the type of farm (e.g., the
number of cattle). This means that due to certain (favourable/unfavourable) conditions brought
by a single scenario, the production plan can only be partially changed. Either it is a slightly
changed distribution of production resources or an increased implementation of certain market
activities.



3 RESULTS AND DISCUSSION

The main characteristics of TAHSs specialized in beef fattening and the economic results of the
scenario analysis are presented below. Beef as the dominant production activity is found on
about 7% of farms in Slovenia. In the farm model, the whole sector is represented by 12 farms
and contributes 4.4% to the total income.

As shown in Table 1, 90% of beef farms are smaller than the average Slovenian farm in
terms of available area. Small herds predominate. Therefore, poor economic results were
expected for these farms. As shown in Table 1, only farms with more than 25 beef achieve GM
better than 10 €/hour. Very small farms (which represent 84% of Slovenian beef farms) with
less than 6 cattle usually achieve less than 4 €/hour. According to the obtained results, the last
farm (TAH12), which also produces hops, stands out in all economic indicators. This type of
farm is typical only for one region in Slovenia. The other farms can be found all over Slovenia.

Table 1: Typical agricultural holdings specialised in beef farming in Slovenia and selected economic indicators

c
) “— - | & 9 < < <
TAHs &
(No) (No) | (1800h) | (ha) (ha) (EUR) (EUR) (EUR) (EUR)
Baseline (BL) S1 S2
TAH1 600 1 0.13 0.00 | 1.00 262 1.1 1.1 1.1
TAH2 600 2 0.15 0.00 | 1.54 883 3.2 3.3 3.0
TAH3 600 3 0.17 0.00 | 2.02 | 1,344 4.5 4.5 4.1
TAH4 400 6 0.20 1.27 1.84 1,115 3.1 2.8 2.1
TAH5 400 8 0.22 238 | 092 | 1,721 4.4 4.2 3.3
TAH6 450 12 0.24 3.49 | 092 | 2,546 5.9 5.1 3.9
TAH7 250 17 0.32 5.29 | 092 | 4,933 8.5 7.9 6.6
TAH8 250 25 0.41 6.91 | 1.38 | 8,136 11.1 9.7 8.3
TAH9 30 60 0.54 6.13 | 9.90 | 5,973 6.1 5.6 3.0
TAH10 30 75 0.82 19.54 | 3.68 | 17,810 | 12.1 10.2 8.5
TAH11 18 150 1.33 42.00 | 5.52 | 33,504 14.0 11.2 9.2
TAH12 2 150 1.85 42.00 | 5.52 | 75,401 | 22.7 20.8 19.4
Total 3630 | 32145 796 7689 | 5341

The importance of subsidies is very pronounced in beef farms. Budget payments in total
account for more than 80% of GM and in many small farms even exceed the obtained GM.
Therefore, the sector can be expected to be very sensitive to changes in CAP measures. As the
results show, the reform will lead to a deterioration (Fig. 1), especially for larger farms
(GM/hour) (Table 1). The positive effect of production-based support is evident in all TAHs
(S2). The expected maintenance of CIS (S1) for this sector will only partially mitigate the
negative effects. This is because without it, there is more deterioration, as can be clearly seen
from Figure 1 and Table 1. The more negative impacts occur with more intensive breeding,
which tends to occur on farms with a larger proportion of fields to total area, which also tend
to have more favourable outcomes.
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Baseline (BL) After the CAP reform
Minimum 262 1,978 11 S1 1.1 0.758 0.948 0.619 0.712
S2 1.1 0.482 0.930 0.462 0.712
Average 2,344 10,692 5.9 S1 5.3 0.897 0.981 0.863 0.942
S2 4.5 0.747 0.956 0.680 0.942
Maximum 75,401 40,802 22.7 S1 20.8 1.024 1.006 1.040 1.267
S2 19.4 0.986 0.998 0.988 1.267

Figure 1. Summary of selected indicators for the beef sector in BL, S1 and S2
4 CONCLUSIONS

Based on the analysis, we can conclude that the modelling approach used has proven effective
in providing various business insights (indicators) in the scenario analysis, both at the farm
level and at the individual sector level. The use of mathematical programming techniques
allows us to balance the material balances at the farm level in a relatively simple way, and in
this way the production plan is technologically consistent and balanced. However, it has been
shown that when simulating different CAP measures, especially in marginal cases, the
sensitivity of the model can be problematic. Indeed, this is a problem of LP, where in some
cases small (as well as larger) changes in conditions (CAP measures) can lead to completely
different solutions. However, from the point of view of the modelling approach, a limitation
has arisen, namely that in this way we can analyse only a certain part of the measures that do
not significantly interfere with the production and breeding technology.
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Abstract: Combination of two types of domination, namely the rainbow domination and the
Roman and Italian domination, is discussed in view of its suitability for nontrivial modeling of
practical problems.
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1. Introduction

In combinatorial optimization, the domination problems are used to model the problems where
we are keen to determine the minimum number of places in which to keep a resource such that
every place either has a resource or is adjacent to the place in which the resource exists. It is
quite common that in practical applications some additional constraints or desires are taken
into account [14, 15].

Inspired by several facility location problems, Bresar, Henning and Rall in 2005 [4, 5]
initiated the study of the t-rainbow domination problem. In short, the t-rainbow domination
aims to locate resources of t types to nodes of the graph such that each node has all types of
resources available in the neighborhood. For more details and references on rainbow domination
we refer to the twin contribution in this proceedings [22].

Roman domination was inspired by the strategies for defending the Roman Empire pre-
sented by Stewart [20] and ReVelle and Rosing [18]. Since then, almost 100 papers have
been published on this topic including studies of double Roman domination and several vari-
ations. Two generalizations, namely [k]-roman (called double Roman for k = 2) and Roman
k-domination (also called Italian domination for k = 2), are of interest in cases where we model
planning of organization of emergency services where local rescue teams often need support
from neighborhood.

Here we first briefly recall these variations of the domination, and then discuss possible
natural combinations that may provide good models for practical application.

Roman domination, double Roman and Italian domination

In the 4th century, old Roman Emperor Constantine was faced with a problem of how to
defend his empire with limited number of armies. The decision was taken to allocate two types
of military units to the empire provinces. Some units were able to move quickly from one
province to another to respond to any attack. The second type were the local militia. These
armies were permanently positioned in their home province. Emperor Constantine ordered
that no legion should ever leave the province to defend the second, if in this case the first
province remains undefended. Consequently, there were two armies at some provinces, and at
some other provinces only local militia units were stationed. Some provinces had no permanent
presence of an army, and were guarded by the armies from neighbouring provinces. While the
classical problem is still of interest in military operations research [2], it also can be used to
model and solve the problems where a time-critical service needs to be provided with some
reserve. For example, a first aid emergency station should never send all its crew to answer
a single emergency call. Similar reasoning applies when considering any emergency service
implying high importance of the studies of these type of domination problems for importance
for the optimization and efficient organization of society.
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A natural model is to define a graph where the provinces are vertices and two provinces
are adjancent if an army can move from a province to attacked province in a reasonably short
time.

In a graph G = (V, E), aset D C V is a dominating set if every vertex in V'\ D is adjacent to
a vertex in D. The domination number v(G) equals the minimum cardinality of a dominating
set in G. A dominating set of cardinality v(G) is called a y—set.

Roman domination was formally defined in [12, 18] as follows: For a graph G = (V, E),
let f:V — {0,1,2} and let (Vo, V1, V2) be the ordered partition of V' induced by f, where
Vi={v e V(@) | flv) =1i}. Let |V;| = n; for i = 0,1,2. Note that there exists a 1-1
correspondence between the functions f : V. — {0, 1,2} and ordered partitions (V, V1, V) of
V. Thus, we will write f = (Vo, V1,V2). A function f = (Vp, Vi, Va) is a Roman dominating
function (RDF) if every vertex in Vj is adjacent to a vertex in Va. The weight of f is defined
as:

w(f) = Zf(“) =n1 + 2na.

veV

The Roman domination number, yr(G), equals the minimum weight of an RDF of G.

Recall that with Roman domination, one legion is required to defend any attacked vertex.
What Beller et al. propose in [3] is a stronger version of Roman domination that doubles the
protection by ensuring that any attack can be defended by at least two legions. In Roman
domination at most two Roman legions are deployed at any one location. Clearly, the ability
to deploy three legions at a given location provides a level of defense that is both stronger
and more flexible, at less than the anticipated additional cost. It is called double Roman
domination.

Roman domination has been extensively studied in the past, see surveys [10, 8, 7, 6, 11].
For double Roman domination, we refer to survey [19].

[k]-Roman domination has been defined by Ahangar et al. in [1]. Let & > 1 be an integer
and f be a function that assigns labels (i.e. number of legions) from the set {0,1,...,k + 1}
to the vertices of G. The neighborhood N (v) of a vertex v € V(G) is the set of all w that are
adjacent to v, wv € E(G). The active neighborhood AN (v) of a vertex v € V(G) with respect
to f is the set of all vertices w € N(v) such that f(w) > 1. A [k]-Roman dominating function
on a graph G, abbreviated [k]-RDF, is a function f : V(G) — {0,1,...,k+ 1} such that for
any vertex v € V(G) with f(v) <k, f(v) + X can(w) f(v) = [AN(v)[ + k. The [k]-Roman
domination number is the minimal weight of a [k]-RDF.

Examples can be constructed showing that [k]-Roman domination functions may exist that
provide the full cover at lower cost than multiplying the domination function. For example,
a graph is called double Roman if v4r(G) = 3v(G). In general 14r(G) < 3v(G), and it is a
question of interest to characterize graphs that are double Roman. ( y4r(G) denotes the double
Roman, i.e. [2]-Roman domination number of G.)

Note that [k]-Roman domination should not be confused with some other generalizations of
Roman domination. Alternative relevant answers to multiple attacks, or, multiple emergency
calls, have been defined. In the Italian domination problem, each vertex labeled must have
the labels of the vertices in its closed neighborhood sum to at least two [9, 16]. Later, the
Roman k-domination [17] is studied by Kammerlin et al. (Roman 3-domination is also called
double italian domination [21], so perhaps Roman k-domination may be called (k — 1)-Italian
domination. Furthermore, the same invariant is sometimes called Roman {k}-domination.)
For later use, let us explicitly write up the definition of the Roman {k}-domination. Roman
k-dominating function f assigns labels from the set {0,1,2,...,k} such that for any vertex v,
f(0) + > uen(w) f(v) = k. Roman k-domination number of a graph is the minimal weight of

such a function, vre(G) = > ,cv () f(W).
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2. Roman rainbow and Italian rainbow domination

While on one hand, the two concepts have some similarities, it is clear that they are essentially
different. Differences between the 2-rainbow domination and Roman domination are studied in
[13]. Furthermore, recall that there are slight but important differences between double roman
and Italian domination. Here we are going to define and briefly discuss some combinations.
For motivation, the next two examples of applications are obvious.

Example 1. Emergency services and rescue services are either addressing certain types of
emergencies, or deal with ad hoc emergencies as part of their normal responsibilities. The
availability of emergency services depends very heavily on location. Usually, different services
are needed in case of an emergency, often police, fire brigade and emergency medical service
are alerted. The success thus depends on response times of all the services involved. In some
cases, more than one rescue team of each kind are needed.

Example 2. A construction company carries out several simultaneous projects in many lo-
cations. There are several services that may be required frequently and cannot be precisely
planned in advance, such as equipment repair. Therefore, these services should be available
in time to avoid longer disruptions to the work process. Again, depending on severity of the
event, various services and larger teams may be needed.

[k]-roman t-rainbow domination

We use functions that assign integer vectors to vertices, c.f. f:V(G) — {0,1,...,k+ 1}, i.e.
each vertex v is assigned a vector with ¢ entries f;(v) € {0,1,...,k+ 1}, i€ {1,2,...,t}.

Definition. A [k/-roman t-rainbow dominating function on a graph G = (V, E) is a function
f:V(G) — {0,1,...,k + 1}'. Furthermore, each component function f; is a [k]-Roman
dominating function of G.

More formally, a [k]-roman t-rainbow dominating function has the following property. Let
vertex v € V(G) be a vertex with f;(v) < k. The i-th active neighborhood AN;(v) with respect
to f is the set of all vertices w € N(v) such that f;(w) > 1. Then f;(v) + fi(AN;(v)) >
|AN;(v)| + k. In other words, each resource (service) is fully available in the neighborhood of
.

Note however that, because each component function f; is a [k]-roman dominating function,
we can in fact study and optimize each concept separately. It is not clear how one can in this
case naturally incorporate the feature of rainbow domination, namely that a vertex that is
assigned nonempty set does not neccesarily have all colors in the neighborhood.

t-rainbow Roman k-domination (t-rainbow (k — 1)-Italian domination)

Definition. A t-rainbow Roman k-dominating function on a graph G = (V, E) is a function
f:V(G) = {0,1,...,k} with the following property: if f(v) = (0,0,...,0) then f;(v) +
2 ueN() filu) = k, for each i € {1,2,...t}.

Remark. Replacing the property with ”if f;(v) = 0 then f;(v) + ZueN(v) fi(u) > k, for each
i1 €{1,2,...,t}”, the definition would imply that each f; is a Roman k-dominating function.

There are of course many other possibilities to combine the concept of rainbow and roman
domination. Among the two written here, we can conclude that the second, based on Italian
generalization of the Roman domination brings some more room for improvement of solutions
when considering all the services concurently. In particular, these means that in a practical
situation, we would have two types of vertices, the normal vertices that need complete service
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in case of an event, and the service nodes, i.e. vertices that provide one (or more) services to
the neighborhood.
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Abstract: This paper deals with the spatial regression analysis for the 79 Slovak districts regarding the
“low-carbon and greener Europe” priority. The ratio of dwellings heated with the solid fuel (in %) is
considered as a dependent variable. As for independent variables, the average nominal monthly salary
of an employee (in Euro), population density per km?and houses with the gas connection (in %) were
used. Estimates of parameters from the global linear model indicate, that while increasing the average
salary or increasing gasification, respectively, leads to a decrease in the ratio of households heated with
solid fuel, the effect of increasing population density is the opposite. The spatial heterogeneity was
considered using the geographically weighted regression (GWR) approach which enabled to explore
the spatial differentiation of the individual model parameters across the Slovak districts.

Keywords: heating, solid fuel, Slovakia, spatial, geographically weighted regression (GWR)
1 INTRODUCTION

The strategic document Europe 2020 [4] included a priority focused on the environment as one
of the basic priorities. This priority was focused on sustainable growth, support for more
efficient use of resources with the aim of achieving greener and more competitive economies.
The aspect of ecology (the so-called “green” aspect) has also been considered in the current
framework of the EU cohesion policy for the period 2021-2027. This policy is focused on five
investment priorities - a smarter Europe, a low-carbon and greener Europe, a more connected
Europe, a more social Europe and a Europe closer to citizens [3]. Considering the focus of our
paper, we will concentrate on the priority of low-carbon and greener Europe.

A significant contribution to improving the quality of air, water or the environment in
general is the increase in energy efficiency and the support of renewable energy sources [3].
Therefore, ambitious goals aimed at reducing CO> emissions and transition from fossil fuels to
renewable energy sources have been set both at the national and international level.
Decarbonisation and the associated reduction of greenhouse gas emissions is also a challenge
for heating. The air in Slovakia is most polluted by fine dust particles. The biggest source of
these pollutants in Slovakia is not the industry, but the heating of dwellings with solid fuel.
The 2021 Housing Census in Slovakia even pointed out the fact that up to 66.22% of Slovak
dwellings are heated with gas, followed by heating with solid fuel (21.32% of dwellings). In
order to improve the air quality and to support the process towards low-emission energy
sources used for heating, the Slovak government has introduced the subsidy mechanisms to
support these measures [2].

Regarding the environmental priority, the spatial aspect also plays an important role. In this
paper, we assume an uneven distribution of dwellings heated with solid fuel across 79 Slovak
districts (regions), that is the spatial heterogeneity problem. The main aim of the paper is
consideration of this spatial effect following a Geographically Weighted Regression (GWR)
approach. Thus, this paper is intended to investigate the spatial differentiation of the individual
model parameters.

The rest of the paper is organized as follows: section 2 deals with methodological
background (GWR approach) of the study. Section 3 presents data and empirical results and
section 4 closes with concluding remarks.
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2 METHODOLOGY - GWR APPROACH

The classical approach to model the relationship between the dependent variable and
independent variables which might explain it, is to use the linear regression based on the
ordinary least squares (OLS) estimation method. Even in regional data, the issue of the location
of a region has not been automatically considered. Unlike the classical global linear regression,
the GWR approach of Brunsdon, Fotheringham and Charlton (see [5]) enables to calculate the
local linear regression estimates for each region and thus to capture the spatial non-stationarity
(spatial heterogeneity) across analysed regions. The local GWR model is specified as follows
[1]. [5], [6]:

Vi=xifi+& 1)
where index i =1, ..., n, denotes the i-th region, y; is the value of dependent variable at region
i, x; is arow vector of independent variables and g; is a column vector of regression parameters
at region i. The local regression parameters are functions of region i and can be estimated by
the weighted least squares with W; being the n x n diagonal weighting matrix at region i whose
off-diagonal elements are zero and diagonal elements are calculated based on a spatial kernel
function giving higher weight to the nearby regions in comparison to regions farther away [1],
[5], [6]. Fotheringham et al. [5] distinguish GWR with fixed and adaptive spatial kernels,
respectively. Nakaya [8] presents various possibilities how to determine the optimal value of
the bandwidth of the spatial kernel function specifying the range of the search window.!

3 DATA AND EMPIRICAL RESULTS

This paper is focused on spatial regression analysis for the 79 Slovak districts regarding the
environmental aspect. The ratio of dwellings heated with the solid fuel (in %) is considered as
a dependent variable. As for independent variables, we used — the average nominal monthly
salary of an employee (in Euro), population density per km? and houses with the gas connection
(in %). The data were downloaded from the DATAcube database of the Statistical Office of
the Slovak Republic (the average nominal monthly salary of an employee and population
density per km?) [10] and from the 2021 Housing Census in the Slovak Republic (ratio of
dwellings heated with the solid fuel and number of houses with gas connection) [9]2. Analyses,
using the aforementioned data for 2021, were carried out in the free downloadable softwares
GeoDa and GWRA4.

Figure 1 illustrates the ratio of dwellings heated with the solid fuel (in %) across individual
Slovak districts in order to visualise the unequally distribution over space. The districts in the
western part of Slovakia and partly in the eastern part of Slovakia have the lowest
representation, although the district with the highest representation of heating with solid fuel
is the district of Kosice IIT located in eastern part. The districts of central Slovakia are among
the districts with a high share of solid fuel for heating (also due to lower gasification of the
territory).

The basic spatial analysis based on the percentile map (Figure 1) is followed by the OLS
estimation of the global linear regression model specified as follows:

solid_fuel; = By + B1ln (wage); + B,In (dens); + f3gas; + &; 2
where B, B1, B2, B3 are unknown model parameters, &; represents an error term. Estimates of

individual global parameters (i.e. without regional differentiation) are in Table 1 (column:
Linear model). All the estimated parameters were statistically significant at the 1 percent level

1 Statistical tests for spatial non-stationarity based on the GWR model are presented, e.g. in [7].
2 1In the further text of the paper, the above mentioned variables are denoted as follows: ,,solid_fuel*, ,,gas",
»wage“ and ,,dens“. Variables ,,wage* and ,,dens“ were used in form of natural logarithms.
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of significance indicating the positive impact of population density and negative impact of the
gas connection and of the average nominal monthly salary of an employee, respectively, on the
analysed dependent variable.

B =19 (1) [0.140: 0.155] {j

B 1% - 10% (7) [0.155 : 4.946]
10% - 50% (31) [4.946 : 26.870] Q &
50% - 90% (32} [26.870 : 50.584]

']
[ 90% -99% (7) [50.594 : 83.861)
B - o9% (1) (82661 : 85.810] \-E}

Figure 1: Percentile map for the ratio of dwellings heated with the solid fuel (in %)

To investigate the spatial non-stationarity across analysed regions, i.e. spatially varied effects
of independent variables?, the local GWR analysis was provided (the adaptive bi-square kernel
based on 50 nearest neighbours was used):

solid_fuel; = Biy + BirIn (wage); + BiIn (dens); + Bzgas; + & 3
Table 1: Estimation results of OLS regression and of GWR
Model Linear model GWR
OoLS Minimum  Low.Quart.  Mean  Upp. Quart. Maximum
B, 513.412 220.269 256.094 338216 443730  456.734
B, (In(wage)) -67.239 -62.002 -60.158 -41.366 -26.402 -20.940
B, (In(dens)) 7.673 -0.792 0.163 5.688 12.157 12.404
B; (gas) -0.663 -0.658
AlCc 639.499 628.161
Adjusted R? 0.492 0.573

Percentile: wage
B - 1% (1) [52.002:-51.947]
B 1% - 10% (7) [-61.947 . -61.387]

10% - 50% (31) [-61.387 :-37.432] @
50% - 90% (32) [-37.492 :-22.781] \,ru//
[ 90% - 99% (7} [22.781: -21.007]
Bl - 59% (1) [-21.007 : -20.940]

Percentile: dens
B -t (1) 0792 -0.777)
I 19%-10% (7} [0.777: -0.531)

10% - 50% (31) [-0.531 : 3.728]
50% - 90% (32) [3.728 : 12.341]
0] 90% - 99% (7) [12.341 : 12.402]

B - 99% (1) [12.402 : 12.404]

Figure 2: Mapping of local parameters of In(wage) and of In(dens) — GWR fit results

Selected GWR estimation results are presented in Table 1 (columns: GWR). The goodness-of-
fit based on values of the adjusted R? and corrected Akaike Information Criterion (AICc) for

8 Testing geographical variability of local parameters proved the global character of the “gas” variable.
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the global linear regression model and local GWR model, respectively, indicate the evidence
of improvement in the model performance.

The estimated set of local parameters from the GWR fit is mapped in Figure 2 which clearly
documents the different model performance in individual regions. The impact of the first
independent variable, the average nominal monthly salary of an employee on the ratio of
dwellings heated with the solid fuel, was negative both in the global model fit as well as in the
local GWR fit across all analysed regions. Although the population density shows a globally
significant positive effect, there are several districts in the western and central part of Slovakia,
where the effect was negative. Since the last independent variable, houses with the gas
connection, was proved to be spatially invariable, i.e. global, its effect was the same across all
analysed regions. The negative value of parameter §; from the GWR fit was in line with the
global model fit results.

4 CONCLUSION

To deal with environmental issues, the spatial regression analysis of ratio of dwellings heated
with the solid fuel was provided for the 79 Slovak districts (regions). As for the independent
variables, the average nominal monthly salary of an employee, population density per km? and
number of houses with gas connection were used. The global regression results for Slovakia as
a whole confirmed the negative impact of the “wage” and “gas” variables and positive impact
of the “dens” variable. The local GWR fit estimation results enabled to capture the spatial
instability across the Slovak districts.
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Abstract:

The central topic of this work is the research of ways to improve the control and per-
formance of magnetic field involving mechanical systems. Quality of control of such systems
depends on the accuracy of field calculations. In case of non-simplest volumetric bodies it is
often impossible to integrate the appearing expressions. This is why in engineering numerical
approaches like the boundary element method are often implemented. One of the research
challenges is the development of new operations research strategies and numerical algorithms
that would uniformly approximate the field under given conditions.

Keywords: control theory, magnetic levitation, PID control, multi-objective optimization
algorithm, nonlinearity identification

1 INTRODUCTION

There exist various applications of magnetic fields in engineering. Coil’s design is crucial in
magnetic resonance imaging [1]. Fast computational optimization of transcranial magnetic
stimulation coil placement for individualized electric field targeting improves performance of
such medical imaging systems [2]. These systems are used to non-invasively modulate activity
of targeted brain networks via a magnetically induced electric field. Modelling of such complex
systems requires new optimization approaches. For example, when modelling active magnetic
bearings, a linearized model is usually used for determining the controller settings. However,
the parameters of the model may vary according to the operating point. In order to determine
robustness and stability of the closed-loop controlled active magnetic bearings system, the
discussed parameters have to be calculated over the entire operating range [3].

The magnetic levitation set-up involves a well-known phenomenon often used for control
system studies. Recently it has become important in a very wide range of industrial applications
where magnetic suspension techniques can be applied. The best known ones are high-speed
ground transportation [4] and high-speed bearings with reduced noise and friction [5].

Boundary element method is a set of universal numerical methods for solving boundary
problems for partial differential equations [6]. With the use of layer potentials the original
boundary value problem for the differential equation is reduced to an integral equation on the
boundary of the domain. The main advantage of boundary element method is the possibility of
discretization of only the boundaries of the studied area. Thus, the dimension of the problem,
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and hence the order of the system of algebraic equations, decreases by one. In external boundary
value problems boundary element method automatically satisfies the conditions at infinity, in
contrast to final difference method or final element method, which reduces the computation
time. The decrease in dimension by one in some problems in engineering has a decisive influence
on the choice of this solution method [7].

2 METHODOLOGY

A certain way to look at the magnetic field caused by a permanent magnet is the use of
imaginary magnetic charges. This method is based on the analogy of the electrostatic and the
magnetostatic fields. It is convenient to use in the absence of conduction currents > j = 0.
Since divB =0

B = jio (H+ M), 1)

where B is the magnetic flux density vector, H is the magnetic field strength vector, M is the
magnetization vector and pg is the vacuum permeability. Let’s formally introduce the notation
pm = —div M as the density of imaginary magnetic charges. Then

divB = g (divH — py,) = 0. (2)
This and the fact that rot H = j and j = 0 consecutively give us the following equations

divH = —-divM = p,,
{ rotH=0. ’ (3)

These two equations can be compared to the electrostatics equations

. 4

divE = —,

€0, (4)
rot E =0,

where p is the density of electrical charges and ¢q is the dielectric permeability of vacuum. As
can be seen there is a complete analogy between equations (3) and (4).

Therefore the original magnetostatics problem can be replaced as an equivalent problem of
electrostatics. By finding the solution of (4) and performing the formal constitution E — H
and p/eg — pm one can find the solution to the original problem (3).

To conclude this, after solving the analogy electrostatic problem one can write the formal
substitution rule as follows:

E— H,
{ )
p/eo = pm,
to explicitly get the solution to the original magnetostatics problem.

A magnetic scalar potential u is analogous to an electric potential. It is used to calculate
the magnetic field in case of no free currents. This can be used to determine the magnetic field
of permanent magnets when their magnetization is known. To describe the magnetic field, a
magnetic potential u is introduced, so the magnetic field induction is found as B = — grad u.
This approach is appropriate, since in the region where the magnetic field is studied, the
currents are usually small and their magnetic field can be neglected.

3 RESULTS

In a magnetic levitation (Maglev) train the main interest is the distribution of the magnetic field
in the accelerating channel and in its immediate vicinity, excluding the elements of the magnetic
system. The close-range solutions to such problems are not broadly studied in literature and
the authors of this work aim to develop this field more.



The magnetic potential u is set in any region with zero current density and provides an
expression of the magnetic field at a given point in space. The main benefit of this approach is
that it allows us to reduce this problem to a boundary problem for a Laplace equation. This,
in term, provides an opportunity to apply the powerful techniques developed for this equation,
specifically the boundary element method.

Let us introduce in space the Cartesian coordinate system z = (x1,29,23) € R3. Let
I' be a simple smooth closed surface of class C? bounding a simply connected inner region
D. Consider the exterior Neumann boundary value problem for the Laplace equation with a
continuous boundary condition given on I'

Au =0, u € CHR3\ D)NC?*R3\ D),
Ou(z)|

61’1 Fl_f(x>7 JIEF, f(:l?) ECI(F)7 (6)
u:O<|x|>, |z| = 400,

where 0/0n means the normal derivative [8] on the surface I" from the outside at a point « and
it is assumed that the function u(z) has a normal derivative on the surface I'. Let us find the
solution of the Neumann problem in the form of the simple layer potential Vo[u|(z)

w=@) = g [ ) s, @
ye

where p = p(y) € CO(T') — is the density of the potential. The simple layer potential Vo[u](z)
— is a harmonic function in the region R\ D.
Normal derivative from outside to surface I is given by the expression [8]

l'u(x) n Vol ()
2

on, ,xzel, ()

r

where Vo[p](x)/0ng|r — is the direct value of the normal derivative of the simple layer potential
for the Laplace equation on the surface I', while n;, — is the internal unit normal. Equating
this expression to the function defined on I', we obtain the following equation

gl + oA

= f(z), z €T. (9)
r
The equation (9) is a 2D linear Fredholm integral equation of the second kind, which is known to
be uniquely solvable [8, §28.3]. The reduction of number of dimensions by 1 tremendously saves
computational time. This expression allows us to introduce the theory of numerical solutions
of such equations, which is thoroughly developed, to a magnetic field problem. The magnetic
potential density p acquired by numerically solving equation (9) is later used in the expression
(7) to get a value of the magnetic potential u at any point in 3D space. This approach does
not require any order reduction techniques and the size of a boundary element does not need
to get infinitely smaller when one approaches the immediate vicinity of a magnetized object.

4 CONCLUSION

Precision in calculation of magnetic field is important for control theory. Previously in our
research it was shown that a more complicated magnetic force equation can be a big factor
in achieving a better control for an open-loop unstable system [9]. In literature the BEM
method for magnetic fields of complicated surfaces is usually addressed in the 2-dimensional
case whereas in this work the authors consider specifically the 3-dimensional case. Further-
more, research will focus on the development and use of improved computational methods for
increased accuracy of calculations of magnetic fields.
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Abstract: This paper aims to investigate the performance of strategic alliances in relation to resource
complementarity and attitudes toward relationship with alliance partners. According to resource-based
theory, resource complementarity is extremely important for strategic alliance success. However, since
alliances often fail due to partners’ opportunistic behavior, fostering collaborative relationships,
omitting opportunistic behavior and perceiving partner as important is crucial for alliance success. To
test proposed hypotheses a survey based on 31 large Croatian firms was conducted. The analysis was
made using PLS-SEM. The results have shown that resource complementarity fully mediates the link
between attitude toward alliance partner and alliance performance.

Keywords: knowledge, opportunism, performance, PLS-SEM, resource-based view, strategic
alliances, strategy

1 INTRODUCTION

Strategic alliances refer to a whole series of different forms of relationships between firms.
Although some firms have sufficient resources and capabilities to pursue their strategies
independently, it is increasingly common for firms to collaborate with suppliers, distributors,
manufacturers of complementary products, and sometimes with selected competitors [17].
The choice of partner is crucial for the success of a strategic alliance; it’s perhaps the most
important assessment managers should make when forming alliances. Many alliances break up
before they reach their potential due to friction and conflict among partners. A good choice of
a partner that possesses certain resources, can in the future determine the competitive advantage
of a strategic alliance and lead to improved performance. Resource-based view (RBV) states
that firms enter strategic alliances to gain access to valuable resources of other firms [3]. The
resource-based view is focused on relationships between firms’ internal resources and
capabilities and competitive advantage [16]. Its assumptions are that companies within an
industry are heterogeneous in terms of resources they control. Since resources may not be
perfectly mobile, heterogeneity can be long lasting [1].

In the context of forming strategic alliance, the synergy effects of combining resources will
be more unique and valuable when based on complementarity, than similarity [9].

In the next chapter, a relevant theory is presented and hypotheses are developed.
Operationalization of the variables, research methodology and results are elaborated in the third
chapter. Concluding remarks are given at the end of an article.

2 THEORY AND HYPOTHESES
Because of the path dependence, companies often can’t generate new resources and capabilities

through internal development. In that case, external mechanisms, such as alliances and
acquisitions, are the best way to acquire new resources and capabilities [18]. A strategic alliance
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is the teamwork of several firms that together possess more resources, knowledge, and
capabilities than as an individual firm. There are two motives for creating strategic alliances:
obtaining new resources, and retaining and development of existing resources by combining
them with other firm’s resources [3].

The stages of alliance creation are identification, evaluation, negotiation, and
implementation. Alliances are most often formed due to a lack of own resources, and potential
opportunities and benefits from joining an alliance are analyzed before entering. After that, a
decision is made about profitability, and if it is satisfactory, a strategic partner is found, and
implementation begins. Once a possible alliance has been determined, negotiations start, and
if they are successfully completed, alliance is implemented, which is the longest phase.
Companies must be ready to enter an alliance because unpreparedness can easily lead to the
failure of the alliance. Another important thing when joining an alliance can be the experience
that companies have gained through previous alliances [8].

The main purpose of forming strategic alliances is to create added value. When properly
organized, the obtained resources can create greater value for each alliance partner. Each
partner must be able to create more value for himself through the alliance than he could do on
his own. Alliances are based on reciprocity: partners acquire, exchange, or integrate specific
business resources and competencies for mutual benefit. Motives that direct the company into
alliances can be related to product, technology, marketing, protectionism, production,
resources and competitiveness [10]. Successful firms understand that strategic alliances can be
a powerful way to adapt in turbulent and uncertain times [12].

It is necessary for firms to take advantage of new competitive advantages that can arise from
forming alliances and manifest through the synergy of all involved partners. But without trust,
alliance cannot be successful. Trust can play three interrelated roles in interorganizational
relationships: first, it can act as a barrier to opportunistic partner behavior; second, it can
replace the management hierarchy; third, it can create a competitive advantage. Strategic
alliances blur the boundaries between firms and make the interdependent [14]. The strategic
interdependence of alliance partners makes opportunistic behavior extremely dangerous and
reduces the likelihood of conflicts, which has a positive impact on the performance of the
strategic alliance [4]. One of the key decisions in creating a strategic alliance is partner
selection. It is very important that partners balance their contributions to the alliance in order
to avoid conflict situations in which one participant dominates the other and thus destroys
relations within the alliance itself, but also the possible success of the alliance on the market.
The basic assumption of cooperation is the existence of a common market self-awareness and
mutual trust between partner firms. It is important to highlight the importance of attitudes that
companies have towards the alliance itself and how they see the future of their company within
the alliance [8]. Therefore, we propose:

H1. Attitude toward relationship with alliance partner is positively related to alliance
performance.

Strategic alliances enable firm to increase its resource base when its current resources and
capabilities are not sufficient to achieve the desired outcomes. Resources refer to all assets,
capabilities, organizational processes, firm's characteristics, information and knowledge that a
firm uses in shaping and implementing strategies [1]. In this paper abovementioned definition
is adopted, so when referencing to resources we also have in mind capabilities, knowledge and
skills.

Alliances provide access to partner’s resources, and therefore firms often look for partners
who have the resource they lack [9]. Resource complementarity is related to partners’ strategic
interdependence [4] and strategic alliances are primarily motivated by opportunities to exploit
complementarities between resources and capabilities possessed by different firms [5]. Firms
that perceive their alliance partner as important for them, foster collaborative relationships and
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avoid opportunistic behavior will be more likely to share complementary resource with alliance
partner. We propose:

H2. Attitude toward relationship with alliance partner is positively related to resource
complementarity.

Resource and capability complementarity is important for the effective functioning of
strategic alliance. Complementary of resources allow the firm to combine the acquired
resources with its resource base. The synergy effects of combining resources and capabilities
will more likely be unique and valuable if they are based on complementarity rather than
similarity. The best alliances are the ones where partner are aligned in context of resource and
goals. Complementary resources unable firm to combine them with their own resource base
and in that was create new resource bundle that is unique and inimitable. Resource
complementarity has singer effects and can positively impact long term performance [9].

H3. Partners' resource complementarity is positively related to alliance performance.
While resource complementarity facilitates mutual learning and synergy creation in strategic
alliances, various factors can undermine knowledge-sharing and partner relationships, thereby
inhibiting the value-realization potential of complementary resources [11]. The
complementarity of partner's resources keeps them in a long term cooperation. It is linked to
their perception of alliance importance and their willingness to resolve conflicts and avoid
opportunism [13]. Resource complementarity positively moderates the trust—performance link
[15], hence:

H4. The link between partners' resource complementarity and alliance performance is
mediated by attitudes toward alliance partner.

3 METHODOLOGY AND RESULTS

Data was collected using a questionnaire. The sample is composed of large Croatian firms that
were identified from the data by Croatian Chamber of Economy. Out of 436 firms, 48 replied
to a survey, creating a response rate of 11%. However, only 31 participating firms had prior
alliance experience, so only those answers were usable.

The resource complementarity (COMP) is assessed through resource, capability and
knowledge complementarity, attitude toward relationship with alliance partner (RELA)
through partner importance, non-opportunistic behavior and fostering cooperative
relationships. The alliance performance (PERF) was operationalized by contribution to risk
minimizing, skills building, gaining access to new industries, competition blocking and
fulfilling the government's demands. A 5-piont Likert scale was used.

To analyze measurement model and test theory, a path analysis using partial least squares
(PLS-SEM) was conducted. PLS-SEM was chosen due to small sample size and flexibility
regarding multivariate normality. SmartPLS 4software was used for data analysis.

To test collinearity, Variance Inflation Factors (VIF) was analyzed. The results proved that
there is no multicollinearity between variables problem since all values are between 0.2 and 5
as proposed by Hair et al. (2014), with VIF(RES)= 2.586 being the highest.

To test measurement model and confirm reflective constructs, individual reliability,
composite reliability, convergent validity, and discriminant validity were tested. The results of
reliability and convergent validity analysis are presented in Table 1. All factor loadings are
statistically significant and above 0.6. Cronbach's o, as well as Rho A and Rho C, are above
0.7 as suggested by Hair et al. (2010), confirming reliability of constructs. Average variance
extracted (AVE) values are above 0.5 proving that acceptable convergent validity is
established.
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Table 1: Reliability and convergent validity

Cronbach’s alpha CR (Rho_A) CR (Rho_C) AVE
RELA 0.705 0.826 0.806 0.584
COMP 0.867 0.880 0.918 0.789
PERF 0.753 0.770 0.833 0.501

Discriminant validity was tested with Fornell-Larker criterion and heterotrait-monotrait
(HTMT) ratio of correlations. Table 2 presents the results of discriminant validity analysis

using Fornell-Larker criterion.

Table 2: Fornell-Larker criterion

RELA COMP PERF
RELA 0.764
COMP 0.477 0.888
PERF 0.482 0.674 0.708

From the results presented in Table 2 it can be seen that the square root of AVE is higher than
correlation between different constructs which leads to conclusion that discriminant validity is
ensured. The same conclusion can be derived from observing HTMT ratio, which is below 0.8
(Table 3).

Table 3: HTMT ratio

RELA COMP PERF
RELA
COMP 0.496
PERF 0.648 0.780

Structural relationships were estimated using bootstrapping method (500 subsamples). To test
mediation, propositions by Baron and Kenny (1986) and Hair et al. (2010) were followed. After
it was established that individual relationships between analyzed variables are statistically
significant, i.e. that there is statistically significant direct relationship between RELA and
PERF, COMP and RELA, and COMP and PERF, the initial model is estimated containing only
the direct impact from RELA on PERF. The tested relationship was significant (=0.590,
p<0.001), confirming hypothesis H1 stating that attitude toward relationship with alliance
partner is positively related to alliance performance.

Next, model containing resource COMP as mediating variable and two additional paths was
estimated. The impact of RELA on COMP was significant (=0.432, p<0.01), confirming H2
which states that attitude toward relationship with alliance partner is positively related to
resource complementarity. The impact of COMP on PERF was also positive and statistically
significant ($=0.560, p<0.001) confirming H3 which says that partners™ resource
complementarity is positively related to alliance performance.

After including RELA in the model, path coefficient between COMP and PERF decreased
(B=0.259, Ap=-0.301) and was not statistically significant any more (p=0.155), confirming full
mediation of COMP and hypothesis H4 according to which the link between partners' resource
complementarity and alliance performance is mediated by attitudes toward alliance partner.
Figure 1 presents the structural model with full mediation.
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Figure 1: Structural model with full mediation

After including mediator in the model, the explained variance of endogenous construct PERF
increased (AR?=0.196, AR?,j=0.203), confirming the proposed mediation. f?(PERF)=0.832,
and f2(COMP)=0.294, all indicating exogenous construct’s large effect on endogenous
construct.

4 CONCLUSION

Strategic alliances are becoming important mode of firm’s development, since they can be used
for expanding business, entering new industries, developing new products, technologies, or
skills, without major risks or investments. Although there is substantial research on strategic
alliances and the perquisites for their success, the contribution of this paper reflects in
proposing and testing the model that incorporates impact of resource complementarity and
attitudes toward alliance partner on alliance performance. In that context, if firms foster relation
with alliance partner in a way that they perceive him as important, try to behave in a
collaborative way and avoid opportunistic behavior the performance of alliance will be higher.
Also, if alliance partners are behaving in this kind of way, they will be more willing to share
their complementary resource with alliance partner, which should in turn also lead to higher
alliance performance. All that was confirmed by PLS-SEM analysis bases on the sample of 31
Croatian company. The empirical results of this research can contribute to encouraging and
understanding the role of partners’ resource characteristics and attitude toward partner
relationship for alliance success. The results can serve all firms engaging in strategic alliance,
to better choose alliance partner and foster partner relationship.

Although this research contributes to the analysis of strategic alliances, several limitations
must be acknowledged. This study was based on large firms operating Croatia, and the results
could be different in other national contexts and should be interpreted cautiously. Also, the
results could depend on the industry and vary in industries characterized by less dynamic
environments. Future research could focus on more industries or countries and reveal
contextual differences. The second methodological limitation of this study is related to the
small sample size, which could also be solved in future research activities.
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Abstract: This study aims to estimate a data-driven model for the predictors of COVID-19 vaccination
uptake in the Federation of Bosnia and Herzegovina. The research was conducted on a snowball sample
of respondents collected during December 2021 and divided into training and testing sets. Unlike
previous studies, the classification problem was formulated, and empirical estimates on the training
data sample were obtained using three different empirical methods: decision tree, logistic regression
and support vector machines. Empirical findings pointed out potential side effects, a general attitude
about the vaccine, the perception of COVID-19 as a non-threatening disease, the age of respondents,
and visits to the doctor in the last six months as factor determinants of COVID-19 vaccination status.
The prediction accuracy for each approach was evaluated on the testing sample. The best forecasting
performance was found for the support vector machine, amounting to 92.03%. Forecasting accuracy
for logistic regression amounts to 91.30%, and for decision tree, it amounts to 89.86%. The lowest
forecasting accuracy was found for penalized logistic regression, amounting to 86.96%. Findings from
this research suggest a need for more communication and education about the vaccine and the
consequences of COVID-19 disease.

Keywords: COVID-19 vaccines; decision making; decision trees; machine learning; mass vaccination;
logistic regression, support vector machine

1 INTRODUCTION

COVID-19 emerged as one of the strongest threats to modern societies, having a strong impact
on worldwide health and, conversely, on doing business and education [1] [3] [7]. In late 2020
and early 2021, a vaccine against COVID-19 was introduced as an effective and most important
measure against the COVID-19 pandemic. However, the vaccine was not fully accepted, and
there is a recognized problem of vaccine hesitancy [12] [9] [14]. Afterwards, a substantial body
of literature has emerged considering vaccine hesitancy in various population groups, but
mainly within developed countries [14] [8]. At the same time, vaccination hesitancy is the most
prominent among post-communist developing countries and threatens to undermine the
success of coping with the disease. Athias and Macina pointed out the importance of
considering the historical specificity of ethnic groups while designing health policy and
communication [2]. Therefore, the issue of vaccination hesitancy is under-examined within
post-socialist societies despite the topic's urgency. Furthermore, the empirical findings in the
literature often rely on one empirical approach, and it is a well-known fact in the empirical
literature that results always depend on data selection and model specification as well as the
method used to estimate parameters. Framing measures against vaccination hesitancy requires
a deeper understanding of the topic and calls for further research. Empirical evidence from
different parts of the globe is still needed, and the ones from countries with the lowest
vaccination rates, like post-socialist societies, are of special importance. Furthermore, existing
empirical findings mostly rely on very few empirical approaches. Different empirical
approaches must be challenged since results depend on data samples and model selection. As
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further illustrated in the methods section, this paper evaluates logistic regression, decision
trees, and support vector machines. Furthermore, results from penalized logistic regression
were compared with results from logistic regression. While targeting these two goals, this
research aims to take a step ahead while following the theoretical framework from Eilers et al.
[5]. Consequently, the aim of this research is twofold. Firstly, to provide results from a post-
communist developing country (the Federation of Bosnia and Herzegovina) and secondly, to
evaluate the performance of competing empirical approaches to forecasting vaccination status
based on a predicting factor.

2 METHODOLOGY

Decision trees were first employed as a rather simple and interpretable supervised learning
approach. The response variable is binary categorical with K = 2 classes representing
vaccination status and p explanatory variables X;,---,X,,. The split or classification was
selected with the greatest decrease in impurity. As a measure of node impurity in classification
trees, the Gini index was used (X%_,(px - (1 — p)) Where C represents the number of classes
of predictor variables; afterwards, logistic regression with lasso regularisation was considered.
Taking y as a dependent binary categorical variable representing vaccination status (1-
vaccinated and O-unvaccinated), xq,-:-,x, as predictors of y and By,--,B, coefficients
representing a potential link between predictors and dependent variable logistic regression can
be assumed as in equation (1).
POIB) = — G (1)

Coefficients By, -+, B, were determined by minimising the negative log-likelihood function or
logistic loss function in equation (2).

LL = ¥NX [—y; - loglpiB)) — (1 — y;) -log(1 — p(:|B))] )

Where y; represents the observed value (1-vaccinated and 0-unvaccinated and p(y;) is a
function of (B, -+, B,,) representing the probability of being vaccinated based on the predictors
[x4;, -+, x,;] corresponding to respondent i.

However, in case of too many potential predictors problem of variable selection needs to be
solved first, and for that purpose we use the least absolute shrinkage and selection operator
(LASSO), which includes a penalty for regression coefficients and trades off between an
increase in bias and a decrease in variance [11].

Ligsso = LL + AZﬁﬂﬁJ (3)
In Lasso regression, the sum of the absolute coefficient is penalised (L1 penalty), and for high
values of the regularisation penalty (1), some coefficients in LASSO regression may obtain a
zero value. Therefore, LASSO regression reduces the problem of multi-colinearity and
prevents over-fitting. To find the best A, cross-validation was performed, and 4 providing the
lowest bias and variance was selected.

As another possible classification procedure support vector machine was considered [13].
More precisely, a support vector machine for two-class data sets that are separable by a linear
classifier. The support vector machine defines the criterion for a decision surface that is
maximally far away from any data point. Assuming a hyperplane defined by w and b, where
w a decision normal vector perpendicular to the hyperplane and b represents intercept. Since
there are many hyperplanes, by fixing b the one is selected. Therefore, any point on the
hyperplane satisfies the equation:
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wix = —b (4)

Where w represents the weight vector, x represents the input vector, and b represents bias.

Assuming the data set defined as S = {(x;,y;)}, so each pair of data set consist of a point
x; and corresponding y; representing a class. In the case of a support vector machine, the two
classes are always named +1 and -1 rather than 1 and O. In this research, x; represent a set of
answers from one respondent and y; its corresponding vaccination status (vaccinated or
unvaccinated). The linear classifier is defined as in the equation:

f(&) = sign(w'x + b) (5)

Therefore, the value +1 indicates one class, and -1 indicates another. Therefore, a linear line
was fitted to separate the two classes and maximise the distances from either class. Hence,
class 1 is on line w;x; + b = 1 and above the line while the classes -1is on line and below a
line w;x; + b = —1 as formulated in the formula:

{ class = 1, wx;+b=>1
class = -1, wx;+b< -1

(6)

The distance between the two classes is — and the preferred distance is the maximum one.

[wl
Equivalently, min||lw||? that represents the problem of quadratic optimisation with linear
constraints for all {(x;,y;)}, y;(w"x; + b) = 1. There is a unique solution or minimum in case
all data points of one class are separable from those of the other. In real life, all points are rarely
detachable, and the goal is to find a separating hyperplane that separates many, but not all, data
points. Therefore, some misclassifications are tolerable. In such case, the optimisation problem
can be expressed in the equation:

.1 1
min [Iwll* + € 237 & ()

Wix+b)=>(1-¢)
& >0
With Lagrange multipliers (a;, 1;) constrained optimisation problem as the primal
LaGrange function can be formulateld as in equation (8)

ngin E lwll* + C12?=1 g—Yrialyw'x+b) -1 -¢)] -3k, #ifi] (8)
w,b,a,u n

With subject to {yi Vi =1,:,n. For some constant C.

Consequently, the function in equation (8) can be rewritten as in equation (9).

L(w,b,a, u) 9)
dL(w,b,a,u) OL(w,b,a,u) OL(w,b,a,u) and JL(w,b,a,u)
ow ' ob ! da ou
w=aq;y;x; and 0=C —a; — ;. A corresponding dual optimisation problem can be

formulated as in the equation:

Based on conditions , obtained solutions are

1
max T, a; -
a

~Xi1 Yot YV X; (10)
0=XY1a ¥
0<aq;<C,Vi=1,n.
So,vx;3a;, a; > 0 for support vectors only, while for all other points a; = 0.
Constant C controls the trade-off between maximising the margin and minimising the loss. In
this paper, the regularisation parameter C and the best one was found using cross-validation.
Open-source R software was used with several ready-to-use libraries (“e1071” and “rpart™)
that support chosen algorithms. The questionnaire for this research was developed following

Eilers et al. [5] and extended for some COVID-19-relevant issues; it is available on request

With constraints {
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from the authors. The research sample was a snowball sample of 692 adult respondents
obtained via social networks and e-mail between December 3 and 15, 2021. The research
sample can be considered highly representative of young adults in the Federation of Bosnia
and Herzegovina. A description of the training and testing research sample and questionnaire
is provided in the appendix, from Table Al up to Table A4. The training sample consisted of
554 respondents who responded first, and the testing sample consisted of 138 respondents who
provided their answers afterwards.

3 RESULTS

The decision tree was estimated and illustrated in Figure 1 following the proposed
methodology. As illustrated in Figure 1, the overall probability of vaccination uptake in the
training sample was 0.15. The perception of vaccination safety, measured by agreeing with the
statement “the vaccine is not acceptable to me due to possible side effects" (x14), emerged as
a question of importance. This finding is consistent with most previous studies [10] [12]. On a
scale from 1 to 5, 79% of respondents indicated 3 or higher to express the extent to which they
agree with this statement. Suppose the respondent indicated a 3 or higher number to agree with
the statement that the probability of vaccination uptake amounts to 0.05. The respondent
indicated 1 or 2, indicating a low degree of agreement with the statement that the probability
of vaccination uptake rises to 0.49. For 21% of respondents, an important statement emerged:
"I have a positive attitude about the vaccine” (x7). Respondents who supported this statement
with 1, 2, or 3 belong to a group with a probability of being vaccinated of 0.2. In contrast, those
who supported the statement with a 4 or 5 are more likely to be vaccinated. The probability of
being vaccinated in that group amounts to 0.29. Another important statement for vaccination
status appeared as the statement, “I think that I am healthy and that for me COVID-19 is a form
of mild flu or cold” (x11), consistent with Fridman et al. [6], among others. The overall
conclusion from the illustrated decision tree classifier pointed out that perceived side effects
and perceptions of one's own health status were important drivers of COVID-19 vaccine
uptake. Respondents who perceived themselves as healthier were more likely to uptake
vaccines.

0
0.15
100%,

x14>=3 1
051
1%

X7<4 1
0.71
13%

x11>=4
0 0 0 1
0.05 0.20 0.39 0.82
79%, 8% 3% 10%

Figure 1: Decision tree of the vaccination status

Afterwards, estimates from logistic regression were obtained. As further described in the
methodology section of this paper, variable selection for penalised logistic regression model
was performed using LASSO. Out of the results from LASSO, 12 variables were shrunk to
zero. Afterwards, one logistic regression model was estimated with the rest of the variables (15
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variables) as independent variables and vaccination status dependent. In the estimated model,
effects from some independent variables were not distinguishable from zero, based on z-test
statistics. After removing non-significant regressors from the estimated penalised logistic
regression model was summarised in Table 1. Estimates or 8 coefficients in logistic regression
are reported as odds ratios. Respondents supporting the statement “the vaccine is not acceptable
to me due to possible side effects ““ (x14) are less likely to uptake the vaccine. Estimates from
logistic regression pointed out the importance of variable x24, “I have visited a doctor in the
last 6 months”. Respondents who visited a doctor in the last 6 months are more likely to uptake
COVID-19 vaccine. Consistently with Sherman et al. [9], the age of respondents (x28)
appeared as an important variable in the logistic regression model as well, suggesting that older
respondents are more likely to uptake the COVID-19 vaccine.

Table 1: Penalised logistic regression model for vaccination status

Independent variable Estimate std.
(Std. error) error z value p-value
x14 -1.38 0.131 -10.52 < 0.000
x24 1.01 0.303 3.35 0.001
x28 0.06 0.011 5.34 < 0.000
AIC: 289.25

Eventually, the optimal hyperplane based on the support vector machine defined by w and b
was summarised, providing estimates for distinguishing between vaccinated and unvaccinated
respondents (results are available on request from authors); however, which are less
informative than estimates from decision trees and logistic regression. Therefore, logistic
regression will be the preferred approach if we want to find and understand a link between
vaccination status and various attitudes of respondent decision trees.

Table 2: Comparison of prediction accuracy; Note: 0-not vaccinated; 1-vaccinated

Predicted
Approach: Decision trees Logistic Logistic Support vector
regression regression machines
(penalised)

0 1 0 1 0 1 0 1

Realised 0 112 1 112 1 110 3 112 1

1 13 12 11 14 15 10 10 15

Prediction accuracy 89.86% 91.30% 86.96% 92.03%

The data from the testing set are in rows, while predicted data from different forecasting
approaches are in columns (Table 2). The best out-of-sample performance for support vector
machines was found, followed by a decision tree and logistic regression. Nonetheless, each
approach obtained forecasting accuracy higher than 86% and can be considered successful.
Conclusively, different approaches should be considered to reveal a complete picture when
dealing with factors affecting vaccination and resolving the estimation problem.

4 CONCLUSION

Several conclusions might be derived from the research presented in this paper. Firstly,
empirical findings from this research pointed out potential side effects of the COVID-19
vaccine as a main factor related to COVID-19 vaccination hesitancy. Secondly, general
attitudes about a vaccine and the perception of COVID-19 as a non-threatening disease are
factors relevant to vaccination decisions. Thirdly, respondents who visited a doctor in the last
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six months were more likely to be vaccinated, while age increases the likelihood of being
vaccinated. Perceived side effects of the COVID-19 vaccine appeared as a factor robust to
methodology selection since its relevance does not depend on methodology selection. Support
vector machines appeared to be the most accurate among the considered approaches. The
penalized logistic regression approach had the lowest accuracy ratio, while the decision tree
was between the two. However, the accuracy ratio for any approach evaluated in this research
was above 85% and can be considered satisfactory. Based on empirical findings from this
research, the support vector machine was a preferred approach for forecasting, while the results
from penalized logistic regression and decision trees were more interpretable. Research
findings from this paper revealed similar drivers of vaccination hesitancy in a post-socialist
country to those in developed countries. Vaccination hesitancy seems to be a multidimensional
issue, and a policy mix might be required to mitigate its adverse effects. Overall, findings from
this paper undoubtedly pointed out a need for communication and education as part of the
policy mix. Education and communication with the wider community might not be directed
only towards the safety of the COVID-19 vaccine but also towards the severity of the COVID-
19 disease.
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Abstract: The paper addresses the problem of assessing impact of Open Government Data (OGD) use.
For this purpose, we analysed the reports on 697 OGD use cases from the European Data portal. First,
we manually determined the impact areas of the use cases, which later served as a validation group for
the extraction algorithms. Second, we used a Generative Pre-trained Transformer model (GPT-3.5) for
topic modelling. The model showed promising results in extracting topics from the OGD use cases,
outperforming previous techniques with an accuracy of 73%.
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1 INTRODUCTION

Open data is data whose content can be freely used, modified, and shared by anyone for any
purpose [16] and in the context of the public sector is also called Public Sector Information
(PSI) or Open Government Data (OGD) [27]. OGD represents one of the sources of open data
published by the public sector in the form of databases or datasets, intending to promote
transparency of operations, accountability, and the creation of added value [15]. Public sector
organizations produce and process ever-increasing amounts of data, and the number of research
and initiatives on the topic of open data is also increasing [2, 3, 21, 23, 26]. By making their
databases accessible, public institutions also become more interesting for citizens' political
participation [19], the establishment of companies and innovative services focused on citizens
is encouraged [20], and the long-term aim is to ensure universal transparency of government
information [9].

As Ubaldi [23] points out, one of the elements for creating the added value of OGD is data
with a high impact on the public. There are currently many open data policies at different levels
of government, while very little systematic and structured research has been conducted on their
actual impact [10, 11, 18, 19, 20, 27]. Many other authors [1, 5, 21, 25] also recognize the
problem of measuring and recognizing the impact of open data, the reasons for this, however,
are mostly in the availability and low quality of data, costs, and legal obstacles, and users. We
define the impact as an economic-social effect, which is defined by the British Council for
Economics and Social Sciences [24] and defined as a demonstrable contribution to society and
the economy and a benefit for individuals and organizations. Impact, whether scientific or
economic-social, according to Penfield et al. [17], is monitored for reasons of accountability
and funding, among others. By responsibility, we mean the importance of presenting the value
of research to the government, stakeholders, and the general public, while by funding we mean
mainly the contribution or assessment of the contribution that research has to society or the
economy and helps in the allocation of support and financial resources where the intended
effect is the biggest. The importance of OGD impact assessment is also highlighted by the
index of the Organization for Economic Co-operation and Development (OECD) - OURdata
2019 [14], which emphasizes that the long-term impact of open data requires appropriate
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management frameworks, competent civil servants, high political commitment and recognition
of a key role data and that without the introduction of a mechanism to monitor and assess the
impact of open data, initiatives to open and process OGD may fade away. An additional
argument for the importance of measuring the impact of OGD is also their potential and the
size of the market, which amounts to 184 billion euros, the number of potential jobs in this
sector - 1 million, and the potential for growth in individual industries, which in those with a
high impact amounts to 15.7 percent [8].

As mentioned by Ferencek & Kljaji¢ Borstnar [6], an opportunity to identify impact areas
of OGD was recognized in individual open data use cases published by the Publications Office
of the European Union. The goal of this paper is to extract the not yet existent open government
impact areas from open data use cases using generative Al tools. Extracted topics will be
validated against manually determined impact areas, which were set by a domain expert.
Validation of topics will be performed by calculating semantic similarity of the topics.

2 METHODOLOGY

The methodological approach employed in this research is grounded in Design Science
Research (DSR), with the overall aim to develop a ML model for automatic classification of
OGD use cases into OGD topic taxonomy [7]. The first step in the classification model
development is constructing an OGD topic taxonomy, where we followed the CRoss-Industry
Standard Process for Data Mining (CRISP-DM) [4]. For this purpose we analysed the OGD
use cases sourced from the European Data portal. We conducted a detailed manual analysis of
all 697 use cases in the corpus and manually determined their impact areas, which served as a
validation group for our extraction algorithms. Analysed use cases were unstructured PDF files
the length of which varied from 431 to 1353 words.

Next, we pre-processed the data by lowercasing the corpus and lemmatization and removed
stop words and noise. Stop words used were from the NLTK library whereas the noise removal
function was written by us. The function took incoming documents and removed special
characters and punctuation, numerical values, URLS, email addresses, and extra whitespaces
by using regular expression. Finally, we performed text normalization with which we tokenized
the sentences, calculated word frequencies using NTLK, identified near-identical words, and
removed redundant words from the text.

For topic modelling, we used a Generative Pre-trained Transformer (GPT) which is a type
of language model developed by OpenAl. GPT models are based on the Transformer
architecture, which is a deep learning model designed for natural language processing tasks
[22]. The GPT models, such as GPT-3.5, are trained on large amounts of text data to learn
patterns and relationships in language. They can generate coherent and contextually relevant
responses given a prompt or input text [12].

At the time of research, we used the latest GPT models which are GPT-3.5 [13], more
specifically we used text-davinci-003 and an extended, gpt-3.5-turbo model.

To use text-davinci-003 model in code, openai.Completion.create() function has to be used
and parameters need to be defined. The basic parameters we have set up are engine, which is
text-davinci-003, max_tokens which is the maximum number of tokens that can be created by
the model (150 in our case), temperature which is the parameter that defines how creative
(higher value) or deterministic (lower value) the answer is, and finally, the question parameter
as a prompt from which the model generates the answer. Temperature value suggested to be
used, based on Open Al recommendations [13] is 0.2 for Data Analysis Scripting and 0.7 for
Creative writing.

To use gpt-3.5-turbo model, openai.ChatCompletion.create() function has to be used with
the same parameters.
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We modified the maximum number of tokens and the temperature to test, if there is any
difference in the results. The question used in both models was “What domain is this text about
in one word:*.

Models were evaluated by calculating accuracy as a semantic similarity (Word Embedding
similarity), by using spaCy small pipeline package.

3 RESULTS
3.1 text-davinci-003

The maximum number of tokens didn’t provide any difference in model output, while
temperature modification did. We tested temperature=0.7 and temperature=0.2 and in the
entire corpus, there were 50 out of 697 documents, for which the topic was extracted differently
(Appendix 1). The only shortcoming of the text-davinci-003 model was recognizing the
country of origin or the name of the project as a topic due to the word’s frequent occurrence in
the document. In comparison with the manual extraction of the document topics by domain
expert, the model outperformed any technique we tried in our previous research [6] with 73%
accuracy.

3.2 gpt-3.5-turbo

Due to two major limitations of the free tier model use — the number of requests per minute (3)
and ongoing timeouts due to the model’s capacity limitation, we kept the value
of max_tokens the same as with text-davinci-003 (150) and we used default temperature of 0.7.
While text-davinci-003 had one shortcoming, gpt-3.5-turbo seemed to address it very well but
had lower, 71% accuracy as visible in Table 1. Finally, impact areas presented in Appendix 2
were recognized by the models used and will serve us in developing open government impact
areas taxonomy.

Table 1: Sample of different topics extracted based on both models used with Word Embedding similarity
accuracy score.

text-davinci-003 Score text-davinci-003 Score gpt-3.5-turbo Score
Temp. =0.2 Temp. =0.7 Temp. =0.7
Ex. 1 Austria 0,5339 Covid-19 0,4073 Health 0,8075
Ex. 2 Security 0,7920 Law/Crime 0,4572 Public domain 0,4846
Ex. 3 Technology 1 Telecommunication | 0,8435 Technology 1
Ex. 4 Emergency 0,3566 Safety 0,3780 Public Safety 0,494
Ex.5 Regions 0,5817 Cities 0,5815 Tourism 0,8128
Average score 0,7302 Average score 0,7277 Average score 0,7140
(of 697 use cases) (of 697 use cases) (of 697 use cases)

4 CONCLUSION

The purpose of this paper was to automatically extract impact topics of OGD use cases. Two
GPT-3.5 models were used: text-davinci-003 and gpt-3.5.-turbo. While the first model already
outperformed models and techniques we used in past research with 73% accuracy, it had a
limitation which was its inability to ignore the document country of origin and/or project name
and extract it as the topic due to frequent appearance in the document. Gpt-3.5-turbo
successfully addressed the shortcomings of its processor but extracted topics with 71%
accuracy. While the domain expert extracted 26 impact areas, the generative Al models
recognized much more underlying topics which will significantly improve the usefulness of
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the taxonomy. There are few limitations of this study. First, the availability of free use of Gpt,
second, we only focused on extracting the main (high level) topics of the text, and availability
of only one domain expert for validation of the extracted topics. Future steps are using other
most frequently used techniques in the field of topic extraction, such as Non-negative Matrix
Factorization (NMF), Hierarchical Dirichlet process (HDP), Probabilistic Latent Semantic
Analysis (pLSA), and BERTopic/Top2Vec, OGD impact taxonomy development and
validation with additional domain experts.
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Appendix 1: Sample of different topics extracted based on temperature parameter change.

Temperature = 0.2 Temperature = 0.7
Example 1 Austria Covid-19
Example 2 Security Law/Crime
Example 3 Technology Telecommunication
Example 4 Emergency Safety
Example 5 Regions Cities

Appendix 2: Extracted impact areas by the models used. Impact areas were also filtered out of country
and/or project names.

Model Topics No. of topics
Manually extracted | Agriculture, Business, Crime, Culture, History, Economy, Education, Originally
topics by domain Energy, Engineering, Entertainment, Environment, Finance, Foods, 26
expert Geography, Government, Health, Jobs, Justice, Living, Politics, Sanitation,

Science, Social, Technology, Transportation, Waste
text-davinci-003 Accessibility, Agriculture, Android, Applications, Art, Auctions, Biking, Originally

temp. 0.2 Bioeconomy, Budgeting, Camping, Cities, Comics, Commaodities, 179
Companies, Corruption, Courts, COVID-19, Crime, Crowdfunding,
Culture, Cycling, Data, Delivery, Democracy, Filtered out
Demography, Diversity, Earthquakes, Ecommerce, Economics, Economy, 145
Education, Elections, Emergency, Energy, Engineering, Environmental,
Equality, Events, Finance, Fire, Fishing, Flooding, Food, Forestry,
Foundation, Gambling, Genetics, Geodata, Geodesic, Geographic,
Geospatial, GIS, Governance, Government, Grocery, Health, Healthcare,
Heritage, History, Homelessness, Housing, ICT, Imagery, Industry,
Innovation, Insurance, Investigative, 10T, IT, Jobs, Journalism, Justice,
Law, Legal, Legislation, Manufacturing, Mapping, Marketing,
Meteorology, Migration, Mobility, Monitoring, Municipality, Museum,
Music, Names, Nutrition, Open Data, Parking, Patents, Pathogen, Planning,
Plans, Platform, Police, Politics, Population, Poverty, Privacy, Procurement,
Property, Prospecting, Public, Public health, Quality, Real Estate,
Recruitment, Recycling, Regional, Religion, Renewable, Renting, Research,
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text-davinci-003
temp. 0.7

gpt-3.5-turbo
temp. 0.7

Restrooms, Satellite, Science, Security, Seismology, Services, Smart Cities,
Snow plows, Society, Software, Solar, Space, Sports, Statistics,
Sustainability, Technology, Toilets, Tourism, Transparency, Transportation,
Travel, Trees, UNESCO, Urbanism, Utilities, Veganism, Vehicles, Voting,
Waste, Water, Weather, Website

Accessibility, Agriculture, Android, Applications, Art, Auctions,
Bioeconomy, Budgeting, Camping, Cities, City, Comics, Commaodities,
Companies, Corruption, Court, COVID-19, Crime, Crowdfunding, Culture,
Cycling, Data, Databases, Delivery, Democracy, Demographics, Diversity,
Earthquakes, Ecommerce, Economics Economy, Education, Elections,
Energy, Engineering, Environmental, Equality, Events, Extractive, Finance,
Fire, Fishing, Flooding, Floods, FOI, Food, Forestry, Foundation, Future,
Gambling, Genetics, Geodata,

Geodesic, Geography, Geospatial, GIS, Governance, Government, Grocery,
Health, Healthcare, Heritage, History, Homelessness, Housing, ICT,
Imagery, Industry, Innovation, Insurance, Investigative, 10T, IT, Jobs,
Journalism, Justice, Law, Legal, Legislation, Manufacturing, Mapping,
Marketing, Meteorology, Migration, Mobility, Municipality, Museum,
Music, Names, Open Data, Parking, Parliament, Patents, Pathogen,
Planning, Plans, Platform, Police, Politics, Population, Poverty, Privacy,
Procurement, Prospecting, Public, Quality, Real estate, Recruitment,
Recycling, Regional, Regions, Renewable, Renting, Restrooms, Safety,
Satellite, Science, Seismology, Services, Smart, Smart Cities, Snow plows,
Society, Software, Solar, Space, Sports, Statistics, Sustainability,
Technology, Telecommunication, Tenders, Toilets, Tourism, Transparency,
Transportation, Travel, Trees, UNESCO, Urbanism, Utilities, Vegan,
Vehicles, Voting, Waste, Water, Weather, Websites

Agriculture, Agriculture/Fisheries, Archaeology, Art and Culture, Auctions,
Bioeconomy, Bioinformatics, Biotechnology, Business, Business/Economy,
Business/Entrepreneurship, Business/Finance, Commodities, Consulting,
Culture, Data, Data Analytics, Data Governance, Data Journalism, Data
Science, Data visualization, Database, Demographics, Economics,
Economy, Education, Emergency services, Energy, Engineering,
Entertainment, Events, Extractive Industries, Finance, Finance/Economy,
Food, Food and beverage, Food delivery, Food industry, Food Safety, Food
waste, Forest fires, Forestry,

Gambling, Genetics, Geodata, Geographic data, Geographic Information
(GI), Geographic Information System (GIS), Geographical data,
Geography, Geography/Geospatial data, Geospatial, Geospatial data,
Geospatial technology, Geospatial/environmental data, Governance,
Government, Government data, Government procurement, Government
spending, Government transparency, Government/Open Data,
Government/Public, Government/public sector, Governmental budget data,
Health, Health and Wellness, Healthcare, Heritage, History, Homelessness,
Immigration, Infrastructure, Insurance, 10T (Internet of Things), IT,
Jobs/Employment, Journalism, Justice, Justice/Legal System, Law, Law
enforcement, Legal, Legal information, Mapping, Meteorology, Music,
Navigation, Open data, Open government data, Outdoor recreation, Parking,
Patent, Politics, Procurement, Public Administration, Public domain, Public
health, Public Restrooms, Public Safety, Public Services, Real estate, Real
Estate/Housing, Recreation, Research, Retail, Sanitation, Satellite data,
Science and Technology Security, Seismology, Smart cities, Smart City,
Smart city technology, Society, Sports, Sports data, Statistics,
Sustainability, Technology, Technology/ICT, Tourism, Transparency,
Transportation, Travel, Travel/Camping, Urban data, Urban planning,
Utilities, Weather

Originally
174

Filtered out
147

Originally 134

Filtered out
131
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Abstract: Estimation of different machine learning (ML) models, i.e. feedforward neural
networks (NNs), convolutional NNs and long short-term memory, where each has its own set of
varying parameters can lead to enormous number of models that need to be evaluated. Using
different performance measures, i.e. MSE and accuracy on train and test samples, makes
the problem of selection of the optimal ML model a multicriteria decision making (MCDM)
problem. Using combination of the conjunctive method for preliminary selection of the models
and PROMETHEE method for the final ranking, the optimal ML models are selected. This
approach is tested for Bitcoin return forecasting in period from 2016 to 2022.

Keywords: Bitcoin, feedforward neural networks, convolutional neural networks, long short-
term memory, PROMETHEE, conjunctive method

1 INTRODUCTION

Machine learning models have been widely used in different applications, as well as in cryptocur-
rency forecasting. Their superior performances with respect to their parametric counterparts
has been proved [12]. Among ML models most commonly used are the feedforward neural net-
works (FNNs), convolutional neural networks (CNNs) and long short-term memory (LSTM)
models due to their proved dominance. Some research confirm CNN to predict better compared
to LSTM and/or other ML architectures [6, 19]. Others confirm LSTM to have better pre-
dictability compared to other ML models [10, 9]. Therefore, the research provide contradictory
results regarding the optimal ML method and this paper aims to reach a unique answer.
After the estimation of different FNN, CNN and LSTM models, where each has its own
set of varying parameters can lead to enormous number of models that need to be evaluated.
Usually they are compared using the mean squared error (MSE) on the train and test set.
Additional important criterion is the accuracy of the prediction on the train and test set.
Since the decision making process includes numerous ML models and more than one selection
criterion, the task of selecting the optimal ML model can be viewed as MCDM problem.
Firstly, to narrow the number of models to approximately 25 best, a conjunctive method
is used. To be chosen, a ML model must exceed a minumum cut-off value on all criteria.
However, ranking of the ML models simultaneously according to either train or test, MSE
or accuracy does not lead to the selection of the best ML model because the optimal ML
model in-the-sample, can have poor out-of-sample performances on either criteria and vice
versa. To achieve the best compromise solution, i.e., to select an optimal ML model, the pref-
erence ranking organization method for enrichment of evaluations (PROMETHEE) is used.
PROMETHEE is combined with NNs in [1], [2] and [15] for different applications. Namely,
in order to compare the system performance between the alternatives, [1] evaluated each al-
ternative using PROMETHEE and find the proposed methodology to be an effective method.
Similarly, [2] used firstly self-organizing map to cluster and prequalify the suppliers based on
customer demand attribute and sustainability elements. Further, MCDM methods are used
to rank the cluster of suppliers and showed the efficiency of proposed approach. [15] ranked
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the obtained NN models to reach a best compromise solution, i.e. optimal NN for inflation
forecasting. Advantage of PROMETHEE lies in the pairwise comparison of the alternatives
with respect to a number of criteria, allowing the decision maker to express the preference in
the form of threshold parameters [17].

This paper therefore gives a methodological contribution to the development of ML models
and their appropriate selection with MCDM approach. It provides a unique answer to which
ML model to use which gives the optimal Bitcoin return predictions. Moreover, most of the
papers test the proposed models in bullish or stable market conditions. This paper, however
finds an optimal ML model in the downturn period of the cryptocurrency market.

The remainder of the paper is organized as follows. Section 2 describes the data and
methodology. Section 3 presents empirical findings with a discussion of the results. Finally,
conclusions and directions for future research are provided in Section 4.

2 DATA AND METHODOLOGY

2.1 Data

The data covers the period from 1.1.2016 to 31.3.2022. From the Bitcoin closing prices the log
returns are calculated. Descriptive statistics for Bitcoin returns for the whole period is given
in Table 1 along with normality, stationarity, independence and nonlinearity tests. The null
hypothesis of the Jarque-Berra (JB) test, which assumes normal distribution, can be rejected
at 1 % significance level. The null hypothesis that unit root is present in Bitcoin returns, can
be rejected according to the augmented Dickey-Fuller (ADF) test at 1 % significance level. The
null hypothesis of identically and independently distributed random variables can be rejected
according to the Brock, Dechert, and Scheinkman (BDS) test. As the null hypotheses of
Terasvirta NN test can be rejected at 1 % significance level, it can be concluded that there is
an inherent nonlinearity in Bitcoin returns.

min max | mean | sd skew | kurt | ADF JB BDS | TNN F
-0,464 | 0,225 | 0,0018 | 0,0397 | -0,72 | 11,17 | -12,19%** | 12406%** | *** | 5 25%**

Table 1: Descriptive statistics for Bitcoin returns

Using Bai-Perron structural break test one significant break is detected. Therefore, training
set starts with 6.1.2016 while it ends with 12.3.2021, i.e. it consists of 1893 days. Training
set is followed by a test set whose size corresponds to five percent of the size of the train set,
i.e. 95 days. The test set is characterized by a bearish market. Therefore, this paper aims to
find an optimal ML model in the downturn period of the cryptocurrency market. The Bitcoin
closing prices and returns are given in Figure 1. Dependent variable in the ML models is the
Bitcoin log return for the following trading day. The independent variables include internal
factors: average block size, average block time, average hash rate, average transaction fee,
moving average of close price as well as lag return and number of Tweets as an attractiveness
measure. External factors include: S&P500, Chicago Board Options Exchange volatility index
and Gold prices. Daily data for internal factors and attractiveness measure are obtained from
Coinmetrics (charts.coinmetrics.io/network-data), while data for external factors is obtained
from FRED (fred.stlouisfed.org).

2.2 Methodology

FNNs, CNNs and LSTM models are estimated and compared in their training and testing
mean squared error (MSE) and accuracy (A) measures. FNNs consist of input, hidden, and
output layers. Inputs and outputs are the independent and dependent variables, while the

78



— train {n=1893)
test in=04]

— train (n=15% a2
— traln (n=1853)

test {n=13d) H*,
I L
50000 /l
1

[T el
E-01
30000 u
-0

20000

Claz= pric:

10000 ,}N\.». )}‘wﬁf‘j i

M0Z1-06-14 4

0160106
160106 4
0210313

Dal= Data

Figure 1: Bitcoin closing prices and returns

optimal number of hidden neurons has to be found. The backpropagation learning algorithm
is used to estimate the weights. Explanation for FNN is given in [16]. LSTM consists of LSTM
units that merge to form the LSTM layer. LSTM unit is composed of the cells having input,
output, and forget gate which control the flow of information. It is given extensively in [4, 14].
CNNs have the advantage over other architectures which lie in a lower number of parameters
to estimate. In CNN architectures there are convolutional, max-pooling, dropout, and fully
connected FNN layer. The convolutional layer consists of the convolution (filtering) operation.
Basic convolution operation is shown in [14].

The number of hidden units (h) is calculated based on working rules from [13], [11] and
[8] given in [15] which depend on the number of observations in the train set, and number of
independent and dependent variables in the model. Following the working rules the number
of hidden neurons used for training is 3, 4, 7, 10, 12 and 25. The following configurations are
identical for all ML types: optimizer is stochastic gradient descent (SGD); learning rates (A )
are 0.01, 0.001, 0.0001; loss function is mean square error (MSE); batch sizes (53) are 2, 32, set
size; and number of epochs is 500.

Other FNN parameters used in analysis are: one hidden layer and tanh activation func-
tions. LSTMs parameters are: one LSTM layer, one dense layer, and neurons given for FNN
multiplied by 10, since LSTM learns better with much higher number of hidden neurons. CNN
configuration is: one dimensional convolutional layer, MaxPooling1D layer for the max-pooling
layer, tanh activation function, 32 filters, pool size is 2, kernel size is 540, and the same set of
hidden neurons as in FNN. Kernel size is calculated with formula %.éze -30] [6].

Since 162 models are estimated, the problem of selecting the optimal ML model emerges.
To solve this problem, firstly the conjunctive method is used to dichotomise ML methods into
acceptable/unacceptable categories. Each model is acceptable as long as it satisfies the mini-
mum cut-off values on each of 4 performance measures: training and testing MSE and accuracy.
Approximately 25 ML models need to remain which will then be used in PROMETHEE for
the final ranking. In conjunctive method [3] consider a set of n equally weighted independent
criteria, m alternatives, i.e. ML models, and r a percent of the models which have to be re-
jected, then P,., a probability that a randomly chosen model is above the conjunctive cut-off
level, is:

P.=(1—r)r (1)

The data used for Conjunctive method is given in Table 2. From the remaining ML models,
the models with the accuracy lower or equal to 0.5 are also excluded from further analysis due
to their low prediction ability. Finally, 10 ML models entered the PROMETHEE.

PROMETHEE [5] compares and ranks the remaining ML models simultaneously on the 4
criteria, i.e. training and testing MSE and accuracy. Consider the following problem:

Maz[f1(a), fo(a), . fu(a)la € A] (2)

79



Conjunctive method Calculated values
n 4

m 162

r 0,85

P, 0,62
Remaining ML models 35

Table 2: Data for Conjunctive method

where A; is a finite set of m = 10 possible ML models, and f; are n = 4 criteria. The result
of the comparison between two ML models a and b , with respect to a particular criterion,
has to be expressed in terms of preferences. A preference function P; gives the intensity of
preference of the ML model a over b. Out of six types of possible preference functions, the
Gaussian is selected with the s parameter corresponding to standard deviation of each criterion.
Additionally, for each criterion the relative importance (weight - wj;) is determined so that
testing criteria weight the same as the train criteria !. The preference index 7 is defined as the
weighted average of the preference functions P; and it represents the intensity of preference of
ML model a over b, when considering simultaneously all criteria, i.e.

7T(a, b) _ Z;’L:I :?jF)J‘(av b) (3)

j=1Wj
For each ML model a, positive ®(a) and negative ®~(a) flows are defined, i.e.

I | oy 1

O (a) = HIEAW((L,:E),(D (a) = m%w(w,a) (4)
Positive flow expresses how an ML model a is outranking all the others. The higher ®%(a),
the better the ML model. Negative flow provides a measure of the outranked character of ML
model a. The lower the ®~(a), the better the ML model. That is PROMETHEE I partial
relation. A total preorder (complete ranking without incomparabilities) or PROMETHEE
IT complete relation is the net outranking flow or the balance between the ”power” and the
”weakness” for each ML model. The higher the net flow the better the ML model, i.e.

®(a) = " (a) — " (a) (5)

3 Empirical results

FNN, CNN and LSTM are estimated in Python with the parameter settings defined in Section
2.2., yielding 162 models. After the initial filtering using the Conjunctive method given in
Table 2, and after excluding the models with the accuracy (A) on the test set lower or equal
to 0.5; finally 10 ML models entered the PROMETHEE method respectively (Table 3)2.

The prediction period is characterized by a significant downturn in Bitcoin prices in the
beginning of 2021, where the Bitcoin prices almost halved from 60000 $ in March and April
2021 to around 35000 $ in June. Bitcoin price again reached an all-time high in 2021, as
values exceeded over 65000 $ in November 2021. Despite this turbulent period 10 ML methods
were able to have excellent in-the-sample performances while retaining good predictive power.
However, the best ML model in the bearish market is CNN. CNNs are ranked the highest by the
net flow of PROMETHEE method and they appear 6 times in the top 10. Additionally, CNN
reaches the highest accuracy on the test set of 58,8 %. Although LSTM have the lowest MSEs

!The results do not change significantly with different weights of criteria.
2Other results are available from the authors upon reasonable request
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Model h A ﬂ MSErain | Atrain | MSEest Ajest i1] ot (O3
CNN32 10 | 0,001 32 0,001503 | 0,589 | 0,002354 | 0,541 | 0,30 | 0,34 | 0,04
CNN35 | 10 | 0,0001 | 32 | 0,001635 | 0,535 | 0,002252 | 0,588 | 0,26 | 0,37 | 0,11
CNN41 12 | 0,001 32 0,001474 | 0,582 | 0,002428 | 0,529 | 0,24 | 0,29 | 0,05
CNN50 | 25 | 0,001 32 0,001505 | 0,576 | 0,002376 | 0,506 | 0,05 | 0,23 | 0,18
LSTM40 | 120 | 0,001 | 2 | 0,001608 | 0,552 | 0,002148 | 0,532 | 0,01 | 0,12 | 0,11
LSTM49 | 250 | 0,001 2 0,001608 | 0,541 | 0,002169 | 0,532 | -0,03 | 0,11 | 0,13
CNN53 | 25 | 0,0001 | 32 0,001637 | 0,542 | 0,002427 | 0,529 | -0,07 | 0,09 | 0,15
FNN20 7 0,01 32 0,001613 | 0,554 | 0,002206 | 0,511 | -0,13 | 0,08 | 0,21

CNNS8 3 10,0001 | 32 | 0,001689 | 0,532 | 0,002296 | 0,518 | -0,21 | 0,05 | 0,26
FNN48 25 0,01 1893 | 0,001617 | 0,536 | 0,002227 | 0,511 | -0,43 | 0,10 | 0,53

Table 3: The best 10 ML models along with the parameter setting, performance measures and
PROMETHEE flows

on the test set, their accuracy is somewhat lower, reaching 53,2 %. Therefore, they are ranked
on positions 5 and 6 in the top 10. FNNs are ranked among the lowest, i.e. on the 8 and 10"
place. To conclude, the optimal model for Bitcoin return forecasting, which provides stable
prediction accuracies and forecasting performances is CNN. Its advantages come from their
structure which incorporates FNN model after the convolutional layer, enabling lower number
of hidden neurons. The proposed batch size is 32 as it is selected 7 out of 10 times; learning
rate of 0.001 is selected in 5 our of 10 models; and finally, most ML models have relatively high
number of hidden neurons which can be explained by an extremely volatile prediction period.

4 Conclusion

In this paper the estimated FNN, CNN and LSTM models are firstly filtered using conjunctive
method to reduce the number of ML models and then ranked using PROMETHEE based on
four criteria (train and test MSE and accuracy) to reach a final conclusion regarding the optimal
ML model in the downturn period. The results yield CNN as the optimal model exhibiting
stable prediction accuracies. The limitation of this study stems from the application of the
proposed methodology for Bitcoin return forecasting.
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Abstract:

This study utilizes scant data from media activity reports to assess the relationships between
television (TV) viewing and other TV characteristics. This research aims to reveal those
dependencies and identify suitable ad spots using two machine learning techniques, Random
Forest and Generalized Additive Model (GAM), with smoothing splines. Predicting the most
watched TV slots is the driving force behind this study since they are more likely to have the
intended impact on an advertising campaign. The TV channel and the time of day have the
biggest effects on viewership, according to both models. Although the GAM with smoothing
splines can estimate non-linear behaviour, the Random Forest model is shown to be more
accurate and reliable. The study advises employing GAM with higher levels of interaction to
simulate the capabilities of the Random Forest model in future studies. Based on the proposed
procedure, marketers can devise a model for prognosticating TV time slots with the highest
viewership.

Keywords: Generalized Additive Models, Smoothing Splines, Random Forest, Interpretable
Machine Learning, TV Ratings.

1 INTRODUCTION

The relationship between share-of-market (SOM) and share-of-voice (SOV), which was explored
by [2] based on data on 1096 global brands, served as the inspiration for this study. He also
created the foundation for the advertising intensiveness curve. His research established the
relationship between SOV and SOM and [I] demonstrated how it applies to FMCG products.
[4] provides yet another example of an empirical demonstration of this theory. Increasing
viewing is one strategy to boost SOV. Knowing how and where to post an advertisement to
get the most viewers is helpful in achieving this. Therefore, the primary goal of this essay is
to comprehend the relationships between viewership (expressed with Gross Rating Points, or
GRP) and TV ad qualities. The growth in viewing would consequently increase SOV and, thus,
even SOM. Additionally, viewership increases the likelihood that the advertisement will result in
the desired outcome (such as consideration, a purchase, or website visits). Marketing managers
can profit from this information by being aware of which ad characteristics are associated with
greater viewership.

2 ANALYZED DATA SAMPLE

The dependent variable in this study is the Gross rating point (GRP). It represents a percentage
of a base population (specifically all potential adult television viewers in a market — usually all
15+ years) reached by a campaign or advertisement through a communication medium. The
anonymized dataset covers TV ad details of a fast-moving consumer goods (FMCG) company in
2019. The dataset consists of n = 3222 observations about TV ads. It contains the viewership
(in GRPs), the date and the time of each broadcasting, and four categorical variables describing
the qualities of each spot: Following program type, TV channel, Break inside (describes whether
the ad block is inside a program or between two different programs), Buying daypart (represents
the time of day with the highest viewership).
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3 METHODOLOGY

Smoothing splines are a flexible non-parametric regression technique used for estimating un-
derlying relationships in data. They involve fitting a smooth curve by minimizing the sum of
squared residuals subject to a penalty on the curvature (calculated by summing (integrating)
the variability in the function g), effectively controlling overfitting. The smoothness of the
curve is determined by a tuning parameter (), allowing it to adapt to the data’s inherent
noise and capture underlying trends more effectively.

n

Z(yi —g(x:))? + )\/g”(t)2dt — MIN, (1)

i=1
4 EMPIRICAL PART

As a benchmark model to comprehend the general dependencies in the dataset, a base GAM
with a single smoothing spline for time (Model 1) was developed. Therefore, the estimation
will be grounded in the following equation:

GRP, = ﬂo + s(timei) =+ Zﬁjxlj + U, (2)
=2

The sum in the equation takes all variables (z;7) (all of them are dummy variables) except
for the time variable (hence j = 2...n). All 8 parameters and the parameters of smoothing
splines are optimized to minimize the sum of the squares of residuals (SSR). The sort of program
that follows, the TV channel, and the hour are some of the most important variables impacting
viewership (GRP). Some TV channels cater to distinct viewers who have different viewing
habits. By connecting time and TV channels, this presents a chance for development. Because
each TV channel has a different target audience, the viewership based on time may vary. The
enriched GAM for time interacting with the TV channel (Model 2) will adhere to the following
equation:

l n

GRP; = By + Z sk(time; x TV Channel;,) + Z Bjixij + ui, (3)
k=1 =2

where there are [ smoothing splines for the interaction with time, [ is also the number of
distinct TV channels in the dataset. The remainder of the equation has the same format as
the first. The most important factor is still the next program kind. The most crucial TV
Channels 2 and 5 interaction times are during commercial breaks. As can be seen in Table [T}
the performance of such a model is much improved (34.2 % drop in root mean square error
(RMSE) on the training sample).

The following part compares GAM with smoothing splines and interactions with random
forests. Hyperparameters are tuned, impacting random forest performance. Cross-validation
involves data split, model construction, and selection of optimal parameters based on the lowest
validation MSE, with the final model tested for resilience.

The number of selected variables is set to 4, the number of trees is set to 1000, the minimum
size of terminal nodes is set to 10, and the drawn sample size is set to 100 % based on the
cross-validation. The mean absolute error (MAE), root mean square error (RMSE), and pseudo
coefficient of determination (R? derived as corr(y;;9;)?) for the top-performing random forest
are displayed in Table [T}

The partial dependence plot is one way to visualize the relationship between viewership
(GRP) and the explanatory variables. They may be applied to any machine learning model
and are not just particular to random forests. The basic idea is to illustrate each variable’s



Table 1: The comparison of different metrics for GAM with a single smoothing spline (Model
1), GAM with smoothing splines and interaction (Model 2), and Random forest on the training
and testing samples. %A stands for a relative difference between the metrics for the training
and testing sample (the training sample is the reference value).

Model 1 Model 2 Random forest
Metrics ~ Training Testing %A  Training Testing %A  Training Testing %A

Pseudo R?  0.6079  0.5955 -2.0%  0.8656  0.8272 -4.4%  0.9200 0.8891 -3.4%
RMSE 0.9394  1.0085 +7.4% 05905 0.6181 +4.7%  0.4368  0.4600 +53 %
MAE 0.6596  0.6627 +40.5% 03561  0.3760 +5.6 % 0.2343  0.2536 +82 %
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Figure 1: Partial dependence plots for the six explanatory variables.
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average marginal impact while keeping other factors constant. In other words, if a given value
of the explanatory variable is plugged into all of the observations, the displayed function at that
value represents the average prediction [3]. Figure [I| displays the partial dependence charts.
Estimating the impact of purchasing daypart using Model 2 and the random forest model is
different. Unlike Model 2, where it is unimportant, it is the third most important variable in
the random forest model. However, the day of the week and the TV channel stayed the same.

The accuracy evaluation is made based on the testing sample in Table[l| In every statistic,
the random forest model surpasses all other models. It also performs better than the competi-
tion in training and testing samples. The relative difference between the training and testing
samples is determined for each metric in Table [1| to assess robustness (the training metric’s
reference value). The basic principle behind this is that the difference between the training
and testing samples will decrease the more resilient the model. As shown in Table [I], the least
relative difference between the training and testing samples in RMSE is shown by Model 2
(GAM with smoothing splines and interactions), making it the most reliable model.

5 CONCLUSION

This research aims to pinpoint TV slots with the highest viewership, which offer a higher
potential for attaining the desired impact in an advertising campaign. It was fulfilled by
creating and comparing two models.

The random forest model proved the best option when the two methods were evaluated
because of its higher accuracy and robustness. GAM could estimate the non-linear behaviour
of time quite similarly to the random forest when smoothing splines and interaction were used.
This suggests future research in GAM with n-level depth of interactions.

The TV channel and the time of day affected viewership most, according to the results of
both the GAM with smoothing splines and interaction and the random forest model. Both
models supported the widely held belief that TV station 2 has more viewers overall since it is
the most watched local TV station and that viewership increases on weekends. The random
forest model supplied more information. The following program kind that performs the best
is an entertainment performance followed by a docusoap. Furthermore, it makes no difference
whether the advertisement appears during a break because it has little impact.
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Abstract: Efficient container management is pivotal to port logistics. This paper details
a method for optimizing truck scheduling within a port, using a mathematical model that
facilitates concurrent tasks under specific constraints and capacity limitations. The model’s
efficiency is showcased via simulated instances.
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1 INTRODUCTION AND MOTIVATION

Effective management of port logistics is a cornerstone of global trade, with the transit of
shipping containers posing unique challenges. The challenges associated with port operations
have been studied extensively, with researchers addressing various aspects. This includes issues
like ship routing and stowage planning [8, 10], berth allocation and quay crane assignment [3, 9],
vehicle dispatching and gate operations planning [1, 5], and container storage and yard crane
scheduling [7, 4]. Each of these subproblems influences overall port efficiency, underscoring the
importance of integrated and optimized approaches.

Efficient container handling and movement within ports require complex solutions. How-
ever, the optimization of container flow through coordinated scheduling of trucks and ships
remains an area needing further research [6].

This paper proposes a mixed-integer linear programming (MILP) model to optimize the
container flow within a port environment. The efficiency of this model is demonstrated on
simulated instances, underlining its potential to improve port operations.

2 PROBLEM DESCRIPTION

The objective of our study is to improve the efficiency of port logistics through the optimization
of container flow. Each truck carries one container, and the containers are loaded onto ships
at the dock using a crane. The docks have a given capacity for containers. Constraints in
this process include FIFO rules on all roads, one-way directionality, and gates and docks can
proccess only 1 truck at a time. In this streamlined process, trucks first gather and queue at the
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external parking lot. They then proceed through the assigned gate, followed by an offloading
phase at the dock. The process culminates with the loading onto the specified ship.

The port operates on a semi-continuous basis where the movement of vehicles begins as
early as possible and continues under specific constraints. The capacity of roads, gates, and
docks influences the flow of trucks, impacting the overall efficiency of port operations.

The mixed-integer linear programming (MILP) model we propose accommodates these
complex features, coordinating simultaneous tasks to optimize container flow. The model
allows the system to adapt to varying demands, improving the overall efficiency of the port.

3 FORMAL PROBLEM DEFINITION AND THE PROPOSED MODEL

3.1 Problem data

The problem data is formally represented as follows:

V' is the set of all trucks, S is the set of all ships. Port structure is defined by the set of
gates G and docks D. Due to space limitations, only the key parts of the mathematical model
are presented here and the full model description is available in the appendix [2].

For each truck v € V', gate g € G, dock d € D, ship s € S we set the following parameters
(only the parameters that will be used later in the paper are shown here - the rest is available
in the appendix).

e pp, - planned arrival time of truck v to the parking lot.
e ¢, - unit cost of the use of truck v.

® scg - unit cost of waiting of ship s in the port.

3.2 Variables

We introduce 3 types of variables. Assignment variables are binary and denote the assignment
of specific tasks within the port’s operational structure, such as the allocation of trucks to
specific gates and docks. Time variables are continuous and represent different time aspects
concerning the movement and processing of trucks within the port, including arrival and depar-
ture times at various points in the port logistics chain. We also have binary auziliary variables
that help with complex constraint handling.

For the objective function we only require the following time variables and the rest are
available in the appendix.

e n , - departure time of truck v from dock d.
® s, 4 - arrival time of ship s at dock d.

e s’ , - departure time of ship s from dock d.

3.3 Constraints

The model includes several constraint categories, the full description of which is available in
the appendix:

e Assignment Constraints: These ensure correct distribution of trucks, dictating which
entities (gates, docks and corresponding roads) are paired with which vehicles (trucks,
ships).

e Time Constraints: These control the timeline of operations, dictating when certain
tasks should start or finish.
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e Assignment-Time Constraints: These integrate task assignment and timeline, ensur-
ing that scheduled assignments follow the corresponding temporal limitations.

e Capacity Constraints: These limit the volume of tasks assigned, ensuring that no
entity is overloaded beyond its operational capacity.

3.4 Objective

Minimization of costs resulting from the cumulative operation time of all vehicles:

Minimize Z VCy (Z n;’d - p]%) +

veV deD (1)
DD seslsha = sua)
s€S deD

4 NUMERICAL RESULTS

Obtaining real-world datasets featuring diverse sizes and structures can be challenging. To test
the model, we utilized real data for ship arrivals, coupled with simulated data for truck arrivals
specific to each ship. This simulation was based on the outcomes from Yang et al. [11]. Truck
departures were scheduled for 5 hours post their respective arrival times.

The computational experiments for all instances were conducted using the Gurobi 10.0.1
solver on a PC equipped with an Intel Core i5-10210U, 1.6 GHz CPU, and 16 GB RAM. A
time constraint of 1200 seconds was implemented for each test run.

Port structure was fixed for all the tests, with 3 gates, 4 docks and all the gates were
connected to all the docks. For all the other parameters, such as the capacities of the roads
and a parking lot, length of the roads and processing time of the facilities, we had a semi-random
data.

Instances were given with the number of ships ranging from 1 to 5 and number of trucks
ranging from 1 to 10. Instances with less than 5 trucks were solved to optimally in less than
2 seconds. Instances (4,7),(4,9),(4,10) and (5,10) could reach a suboptimal solution with
gaps ranging from 54% to 67%. All the other instances were solved optimally in less than 15
seconds.

5 CONCLUSIONS

This paper introduced a problem concerning the effective management of container flow in
port logistics, where deliveries from trucks are coordinated and loaded onto specific ships.
A mixed-integer linear programming model was proposed to optimize the various processes
within a port, from the truck’s arrival at the parking lot to the container’s loading onto the
ship. The efficiency of this model was verified through the application on simulated instances
that mirrored real-world circumstances. Results indicated that the model effectively sched-
ules numerous transactions, offering operational advantages. Further work could explore the
application of this model over longer planning periods and potentially integrate metaheuristic
algorithms to handle instances with a larger volume of deliveries. It would also be beneficial
to validate the model using real-world datasets.
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Abstract: The combined vehicle and driver scheduling problem consists of scheduling a fleet
of vehicles and their drivers to cover a set of tasks at minimum costs. The tasks are given by
predetermined time intervals and vehicles are supplied by different depots. There are several
known mathematical models that can be used to solve this problem resulting valid schedules
of both the vehicles and the drivers. In practical problems there are a lot of vehicle and driver
requirements that can not be handled easily and usually have a significant computational
demand. We present the results of our research and development project through a case study
based on real life experiments at the Budapest Transport Corporation.
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1 INTRODUCTION

Operational costs represent a large proportion of the costs of public transport service companies.
These costs — as main components — include fleet purchase costs, vehicle fuel and maintenance
costs, and driver fees. In the past decades using decision support systems the considered models
applied complete solutions of both optimization tasks for the public transportation companies.
Vehicle and driver scheduling in public transport can be very complex. In theory, we are
generally looking for a global optimum that minimizes both vehicle-related tasks and driver
scheduling costs. These two types of costs affect each other, so it is usually the best way to
handle the tasks together.

To solve this problem a so called combined vehicle and driver scheduling mathematical
optimization models are used. Several versions of such methods are known in the literature.
Recently, in the most widely used models the vehicle scheduling problem is formulated as a
multicommodity network flow problem ([2], [7], [8]). In this model, the optimal schedule can be
calculated as a solution of an integer programming problem. Other models for solving this task
also exist. The problem can also be formulated as a set partition problem (see, for example, [9],
[5]). For the driver part the best known technology is the so-called Generate and Select (GaS)
method. In the first phase a large number of regular shifts are generated. In the selection
phase, a subset of them that minimizes the cost and covers the trips is chosen. Usually, both
phases require significant computation time. The amount of calculation highly depends on the
number of trips and the complexity of working rules. The selection phase can be modeled as a
set covering or set partitioning problem.
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In 2005, Huisman et al. [6] extended the former combined models and algorithms of the
single-depot case [3, 4] to the multi-depot version. This was the first general mathematical
formulation of the combined multi-depot problem. In the paper [1] Békési and Nagy presented
how the methods used in the above papers were adapted to develop a decision support system
for the Budapest Transport Corporation. The aim of this project was to automatically calculate
optimal or approximately optimal vehicle and driver schedules for a given list of trips based
on the master data and the company specific requirements and parameters in compliance with
labor regulations.

This paper overviews how the complete integration was implemented and what kind of
specific developments were necessary to take into account all the practical requirements of the
company.

2 OVERVIEW OF THE AUTOMATIC CALCULATION PROCESS

Based on [1] we overview the most important properties of the system, the requirements,
the input data and parameters. To be able to automatically solve a given problem, all the
information necessary for a calculation are stored in packages. Usually a package contains trips
from a single line or a group of lines. Each input package contains the following information:

e data of the lines,

e end stations, depots and their parameters,

e trips with time and location information,

e number of the vehicles with their type and availability information,
e parameters of the labor regulations and break rules,

e parking capacities of the stations, parking areas and depots given in 5- minute time
intervals for each vehicles type,

e driver change options, as well as break and detour permits.
The solution of the problem must satisfy the following requirements:
e exactly one vehicle and driver schedule must cover each trip,

e no more vehicles can be used than the number of them given in the package,

vehicle and driver schedules must be regular,

fuel consumption and parking rules must be satisfied,

the required technological and compensatory times must be kept between two trips,
e driver change rules must be observed.

There are three phases in our process.

Phase 1. In the first phase of the calculation, the appropriate input data and parameters
are read and a directed graph is generated. In this graph the trips are the nodes which are
completed with departure and arrival depot vertices. In our model a multiple depots problem is
handled, therefore more depot nodes being generated. Two nodes in the graph are connected
by a directed arc if the trips representing them are compatible, i.e. they can be processed
subsequently. The arc length always represents the net working time of the driver, which
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corresponds to the objective function. Short and long arcs are defined in [6]. Short arcs
represent those shorter events when the driver remains with the vehicle, while the long arcs
represent those events when the driver stops the vehicle in the parking place and the bus
remains unattended.

While building the graph we take into account several ”side-conditions”, as technological
and compensatory times, location information, vehicle types, labor rules and several parameters
given in the package. These parameters influence the structure of the graph and so the solution
itself. The most important parameters are the followings:

e the length of the permitted minimum and maximum working time in minutes,
e minimum and maximum average net working time in minutes,

e maximum and minimum length of breaks in minutes,

¢ maximum end station waiting time in minutes,

e minimum and maximum driver change time in minutes,

e latest departure time from the depots,

e carliest arrival time to the depots,

e earliest start time of divided rest periods.

The user can check the results of different scenarios by modifying these parameters, so the
system helps the decision process to find the best alternative.

Phase 2. Having completed the graph, all regular driver schedules are generated. Only the
schedules that correspond to all labor rules are accepted here. The generated driver schedules
are stored. If too many schedules are generated, the process is stopped and a node contraction
heuristic method is applied to decrease the complexity of the problem. There are also some
parameters which limit the number of schedules.

Phase 3. In the third phase a mathematical model is constructed and solved. The details
of the model can be found in [1]. In case of successful solution the results are read from the
solver and they are sent back to the company’s information system using an output package.
This contains the vehicle and driver schedules with the required data. The information system
applies the output data in the daily schedules of vehicles and drivers too.

3 NEW DEVELOPMENTS AND IMPROVEMENTS

3.1 Parallel schedule generation

For the generation of the regular shifts we use depth-first search algorithm started from the
special departure depot vertices of the graph. The shift generation can be very time consuming
so we implemented it as a parallel algorithm. At this stage the shifts are represented as paths
in the graph starting at the departure depot vertex and ending at the arrival depot vertex. For
the parallel generation as an initial step we generate and store all the possible prefixes of the
paths from the departure depot vertex to a given small depth (e.g. 4) and store them in a list.
The process can be summarized as follows.

- In the main part of the generation each thread selects an unprocessed path-prefix from
the list, and generates all the possible regular shifts with this prefix.
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- After finishing the process, the thread stores the generated shifts and selects a new
unprocessed prefix and generates its shifts.

- If there are no unprocessed shifts, the thread stops.

- If all threads are stopped the generation is finished.

3.2 Smart node contraction

The basic way of node-contraction is the greedy strategy that is described in [1]. Using this
strategy we remove many edges from the graph. As a consequence many break possibilities and
many driver change possibilities are also lost. Sometimes it causes infeasibility. Recognizing
this problem we developed a smart node-contraction algorithm. Depending on its parame-
ter settings this algorithm keeps more break and driver change possibilities than the greedy
strategy.

3.3 Parking constraints for more vehicle types

In our problem the parking capacities are defined also for variant vehicle categories. The
categories differ by size. Smaller categories can also occupy the parking lots of the bigger
ones. Bigger categories cannot use the parking lots of smaller categories. For handling this
problem we had to introduce new variables and constraints in the mathematical model. The
variables store the vehicle category that will be used for executing a given task. The constraints
guarantee that the number of vehicles at the same location and in the same time interval will
not exceeds the capacities.
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Abstract: Detection of edges that are critical for a designed emergency service system is important
when we study the vulnerability of such systems. In our work, we study several possible approaches
regarding how to assign a critical value to each edge. This value represents the effect of the elongation
of its traverse time on the whole emergency system. In experiments, we compare probabilistic and non-
probabilistic approaches. We also suggest a method for setting the parameters in a probabilistic
approach.
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1 INTRODUCTION AND DEFINITIONS

When local authorities plan the reconstruction of road segments or bridges, it is useful to know
the impact of increased driving time on public service systems (emergency service system).
For this reason, two quantities — the transportation performance and the changes of
transportation performance - were defined and studied [6], [9], [3] and [5]. These quantities
allow to assign a value to every edge. We call this number the critical value of the edge. With
the help of these numbers, we can determine the edges with the highest impact on the
functionality of the designed emergency system — the most critical edges. If we know the edges,
which are the most critical for the emergency system (located ambulance stations), then we can
properly react to the situation, when such edges are affected. For example, we can relocate
ambulance stations or improve some road segments which belong to the detours. In our
contribution, we study and compare two methods for the evaluation of edges by these values.

Transportation network G is ordered quadruple G = (V,E,w,t), where V is the set of
vertices, E is the set of edges, w(uw) is the weight of the vertex u € V, and t(e) is the driving
time through the edge e € E - measured in minutes. We also consider the subset § < V of the
located emergency stations. The transportation performance [5] is the number

W =3Yuarw@) dsu,s),

where dg(u, S) is the driving time between vertex u and the nearest vertex from the set S. Let
the edge e € E be given. Let x be the extension of the driving time on e. The total
transportation performance with this extension is denoted by W,.(x). The change of total
transportation performance is the function of one variable:

V.(x) =W,(x)—W.

It was proved in [3] and [4] that V.(x) is piece-wise linear, concave, and non-decreasing
function with domain {0, o).
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Example 1. We can consider the network G in Figure 1a. Weights of vertices are w(u,) = 3,
w(u,) = 2 and w(ug) = 1. Set S contains only vertex v and the affected edge is e = {u,, v}.
Graph of the function V,(x) is in Figure 1b. The formula for this function is
5x,if x €(0,1);
V.(x) =<2x+3,if x €(1,2);
7,if x € (2,0).

Algorithms for computation of this formula can be found in [6] and [5].

Figure 1:a) Network G from Example. b) Graph of the change of total transportation performance.
2 THE EVALUATION OF EDGES

When we have the formula for the function V, (x), we can assign a value for every edge e. We
consider two approaches.
1) In the first version, we assign to each edge e the area under the function V, (x):

Cs1 = J Ve(@)dx,

where T is an appropriate upper bound. In our tests, we use value T = 60 minutes.
2) If we consider the fact that the different values of delay occur with different probabilities,
then we can assign to every edge the value:

Cs2 = [, V@) f(x)dx,

where f(x) is a convenient probabilistic density function. In our tests, we use Gamma
distribution [1], since its special case — Erlang distribution — is used for modelling of the
waiting time in Poisson processes (and these processes are used, for example, in the modelling
of occurrence of unexpected incidents in traffic). The probabilistic density function of Gamma
distribution is

f(x) =2%-x*"1. e~ /I (a),
where A, a are parameters of this distribution and I'(a) is gamma function. In our tests, we use

parameters A = 2 and a = 4.
3 COMPUTATIONAL RESULTS
As a testing benchmark, we use the transport network of Zilina self-governing region in

Slovakia. This network has 432 vertices, where 315 of them represent municipalities with non-
zero weights. The rest of them represents crossroads. Ambulance stations are located in exactly
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29 municipalities. We computed the values Cs; and Cs , for all 494 edges of the network. The
results of the tests can be seen in Table 1.

Table 1: Lists of five edges with largest values Cs, and Cs, in Zilina self-governing region.

Cs 1 CS 2
edge value edge value
Trstena Liesek 129 600 Zilina crossr. 353 219.75
Bytca crossr. 349 95 400 crossr. 411 Turcianske Teplice 213.63
crossr. 349 Hvozdnica 95 400 Martin Kostany nad Turcom 200.09
crossr. 411 Turcianske Teplice 88 859 Trstena crossr. 346 199.79
crossr. 327 Turzovka 81 000 Tvrdosin crossr. 346 183.79

We can see that the results for values Cs4 and Cs, are different. We suppose that it is more
convenient to use criterion Cs, for the detection of the most critical edges since this criterion
also includes probabilities of driving time elongation. The setting of values for parameters 4
and a is an important question.

4 VALUES OF PARAMETERS

The optimal situation occurs if we have sufficiency of data for ambulance driving times on
each road segment of the network. Then it is possible to use some statistical methods and create
an appropriate probabilistic model (with density function f(x)) for every road segment.
However, this is not a usual situation. For most of the road segments, there is a lack of data. In
such situations, we can consider models of dependency of driving time of fire engines and
ambulances on distance from papers [8] and [2].

The authors of these works express the dependency of the median, mean and coefficients of
variance of the driving time on the distance. For example, the dependency of the median can
be expressed as follows:

dd<d
d={“¢i AT
Mm@ =l4d +b,d > d

where a, b, ¢ and d, are appropriate parameters derived from velocity, acceleration, and
distance.
Relations between parameters 4 and a of gamma distribution and its mean, median and
variance are well-known [7]:
mean = %,

. a 1
median =~ - (1 - —)
A 3a+0.2

. 14
variance = 2"

If we have estimations of the mean, median or variance, then we can derive the values of
parameters A and a for any road segment of length d. We prepare the computation of these
parameters for all self-governing regions in Slovakia.

5 CONCLUSIONS
In our contribution, we study the detection of the most critical edges for designed emergency

service systems. We suggest a method for the evaluation of each edge of the transport network,
which is based on probabilistic models of ambulance driving time. In the near future, we plan
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to compute parameters of the probability (gamma) distribution for each road segment in our
region (Zilina self-governing region) and finish the detection of edges that are most critical for
the emergency system.
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Abstract: In our contribution, we introduce and study the topic of the detection of vertices, for which
the elongation of their driving time has a large impact on the whole service system. In our approach,
we replace the elongation of driving time through a given vertex by elongations on the edges that are
incident with this vertex. This modification allows us to use ideas developed in our previous works for
the detection of critical edges.
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1 INTRODUCTION

Increased travel time of the elements of transport network can have a marked impact on the
functionality of the public service systems. Our previous research dealt with the detection of
edges that are critical for the designed public service systems, which was based on the notions
of total transportation performance and change of total transportation performance in transport
networks. This contribution is an introduction to the problem of the detection of vertices which
are the most critical for public service systems. We concern ourselves with the detection of
individual vertices because the detection of critical subsets is a problem with exponential
complexity.

An ordered quadruple G = (V,E,w,t) is a transport network, if V is a set of vertices
(municipalities and crossroads), E is a set of edges (road segments), w(u) is the weight of the
vertex u € V (number of inhabitants), and t(e) is the driving time through the edge e € E (for
our purposes measured in minutes). Subset U c V represents the set of service system
customers (vertices with non-zero weight). Subset S c V is the set of located service centers.
We say that an edge e is incident with the vertex v, if v is the end-vertex of e (v € e). The total
transportation performance [6] is

W= ww) de(w,S),

ueu

where dg;(u, S) is the distance between u and the nearest vertex from S. Let us suppose that
due to unusual circumstances, the driving time through a vertex v € V be elongated by a value
2x. If v is an “end-vertex” — it means located service center (v € S) or served customer (v €
U), then we will use the elongation time x. The total transportation performance with this
elongation on the vertex v will be denoted by W, (x). The change of total transportation
performance will be denoted by

V() = W,(x) —W.
The properties of this function for edges and sets of edges were studied in [3], [4] and [7].
In [4], it was proved that the change of total transportation performance Vi, (x4, -+, x;) is a

continuous, piece-wise linear and concave function of k variables, where Y = {e,, -+, ex} is
the set of affected edges and x;,--,x;, represents the extensions of driving times on the edges
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from Y. In [5], the algorithm for the computation of the formula for functions Vy (x;) and
Vy (x4, x,) is given. For k > 2 edges, the computation of this formula is more complicated and
only few exceptions, with fast algorithm, can be found. One of them is the situation, when the
affected edges e;,:+, e, are exactly those, which are incident with the vertex v. It is possible
to show that simplification x; = x, = --- = x;, = x leads to the equality

Vy (x, -+, x) = Vy (x) = 1, (x).

Consequently, V,(x) is a continuous, piece-wise linear and concave function of one variable.
The situation can be seen in the following example.

Example 1. Let the network G be given (Figure 1a). Customers are represented by vertices u,

and u, with weights w(u,) = 2 and w(u,) = 3. The service center is located in the vertex w

and the affected vertex is v. The graph of the function V;,(x) can be seen in Figure 1b.

Figure 1:a) Network G from Example 1. b) Graph of the change of total transportation performance.

The formula for V,(x) is

10, if x € (0,1/2),
V,(x) =<2+ 6x,if x €(1/2,1), 1)
8,if x € (1, ).

2 ALGORITHM FOR THE COMPUTATION OF FUNCTION V,(x)

For the computation of the formula for V,,(x), we can use the following modification of the

algorithm from paper [5] (network G — e is replaced by network G — v and step 3 is modified):
1. For every customer u € U, compute values dg; (u, S) and d;_,(u, S).
2. Create a list of vertices uy, ---,uy, € U, for which 0 < dg_,(u;, S) — dg(u;, S) < 0.
3. Fori=1,-,k, order the values (d;_,(u;, S) — dg(u;, S))/2 into the non-decreasing

sequence.

Omit repeated values to obtain increasing sequence x;,**,X,.

Add values x, = 0 and x,,,,; = x,, + 1 to this sequence.

Fori =0,1,---,m+ 1, compute values y; = V,(x;).

For each interval (x;, x;,1), compute parameters a; and b; of function y = a;x + b;.

No ok
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Values y; = V,(x;) from step 6 can be computed as follows:
A driving time through every edge, which is incident with vertex v, is extended by value x;.
We denote this network by G;. Then

W,(x) = ) w(w)- de,(w9),

uel
Vv(xi) = Wv(xi) -w.

It was mentioned earlier that for i = 0, ---, m, the function V,(x) is linear on each interval
(%3, Xi+1). Then

Vx € (x;xi41) Vo(x) =y =aix+b;

It is a known fact from analytical geometry that the coefficients a; and b; of the function

y=a;x+b;
can be computed in the following way:

_Yir1 7 Vi

YoXp X

_ Vi Xiv1 — Xi " Yis1

b;
Xi+1 — Xj

Coefficients a,,, and b,, for interval (x,,, ) are the same as for interval (x,,,, X;n+1)-

This is an algorithmic approach to the computation of a formula for the function V,,(x).
When we want to finish our computations and determine the most critical vertices, we need to
assign to each vertex a certain number, which we call the critical value of the vertex, and it is
denoted by Cg¢(v). The computation of this value involves a probabilistic density function
which simulates the probability of elongation of travel time through the vertex (for example a
crossroad or a municipality). The determination of the appropriate density function will be part
of our future research.

Example 2. We apply this algorithm to the network and values from Example 1.

Ddg(uy,S) =3,dg_,(uy,S) =4,dg(uy,S) =4and dg_,(uy) = 6.

2)xo=0,x,=1/2,x, =1landx; =x, +1 = 2.

3y =V0)=0,y, =V,(1/2) =5,y, =V,(1) =8and y; = V,(2) = 8.

4)a,=(5-0)/(1/2—-0)=10and by =(0-1/2—-0-5)/(1/2—-0) = 0;
a, =(8-5/(1-1/2)=6andb;, =(5-1-1/2-8)/(1—-1/2) = 2;
a,=(8-8)/2—1)=0andb, =(8-2—-1-8)/(2—-1) =8.

We can see that we obtain the same coefficients as in (1).

3 CONCLUSIONS
In our contribution, we introduce a method for the detection of vertices, which are critical for

the functionality of the designed service system. For computation, we modify the notion of
changes of transportation performance, which was used in our previous work for the purpose
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of the detection of critical edges. We provide an algorithm for the computation of the formula
for this function. If we want to evaluate every vertex by a concrete number, it is necessary to
find an appropriate mathematical (probabilistic) model for extensions of travel time through
the vertices (such as municipalities and crossroads) of the network.

In [5], we assign to each edge the following value:

oo

Q@=fM@me,

0

where f(x) is the probabilistic density function of the gamma distribution. We plan to use a
similar approach for vertices. It means we can assign to each vertex v value:

o

mw=fmm¢mm.

0

An open question is: Which probabilistic density function f(x) can we use in this case? Our
future research will focus on finding an answer to this question. We suppose that ideas
developed in [1], [2] and [8] could provide us useful tools, which are necessary to complete
the evaluation of vertices.
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Abstract: Maximizing the value of harvested trees is an important objective of the forest industry.
Bucking, the process responsible for converting a harvested tree into logs, plays a significant role
in determining the ultimate value of a tree. This paper considers the problem of maximizing
bucking value on the forest stand level, finding optimal bucking options for multiple tree stems
simultaneously. The bucking of these trees has to satisfy a market demand for the various log types
while meeting quality requirements of the corresponding tree segments used for the logs. This paper
introduces a mathematical model to address the problem described above.

Keywords: tree bucking, optimization, quality constraints

1 INTRODUCTION

Tree bucking is an important process in the chain of transforming trees to lumber products. It
is responsible for converting a batch of available tree stems into logs. The exact method and
constraints of this procedure highly depend on the approach taken to address the problem. Most
importantly, different approaches are applied in the case of optimizing the bucking of individual tree
stems (buck-to-value) and bucking multiple stems of a forest stand while also considering demands
(buck-to-order). Mathematical approaches for these problems have existed since the 1960s; Smith
and Harrel proposed a linear programming formulation [5] for assigning heuristically derived bucking
patterns to stems, while Pnevmaticos and Mann introduced a dynamic programming algorithm [3]
for the optimization of single stems. More efficient approaches for generating cutting patterns
were developed by Nésberg [2] and Sessions [4]. Approaches optimizing a forest stand usually
integrate tree bucking with either production planning decisions [6] or optimizing price matrices
[1] to maximize the extracted value from the stems. While there has been extensive work done for
various special cases of this problem class, the case where quality details of each segment are know
in advance has not been studied to our knowledge. This paper presents a mathematical model
for bucking a set of non-uniform tree stems to service a given number of orders for logs of various
classes. Each log class has a diameter and a quality requirement that the stem segments allocated
to it have to satisfy. Preliminary computational results are given to show the efficiency of this
proposed model.

2 PROBLEM DEFINITION

Consider the problem of cutting available tree stems into logs based on customer order requirements.
Every available stem is unique with regards to length and dimensions, and a preliminary mapping
of the position and size of defects in each steam is also available. Stems are broken down into
segments of unit length. More formally, this means that for each segment, we know their diameter
and quality information (number of defects) The incoming orders for logs have requirements for
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dimensions (length, diameter) and minimum quality (described by the maximum amount of total
defects in the segments chosen for the log). The goal of the problem is to serve all customer orders
by cutting logs from the available stems while leftover waste and the number of used stems is also
minimized.

A simplified representation of the stem is based on the above description can be imagined as
the following:

A
\ 4

unit
quality

Figure 1: Representation of a tree stem and the quality of its segments

3 MATHEMATICAL MODEL

Based on the description in Section 2, the following notations have to be introduced :
e x;;;: binary decision variable denoting if log of type i starts at segment j of tree stem k
e y;i: binary derived variable denoting if segment j of tree stem k is used for log type i
e 2;.: binary derived variable denoting if tree stem k is used or not
e [p(k): length of tree stem k
e wr(j,k): diameter of segment j on tree stem k
e f(j,k): quality (number of faults) in segment j of tree stem k
e [;(i): length log type i
e wr(i): required width/diameter length of log ¢
e ¢(i): required quality (max number of faults) of log type i

e 0(i): total number of orders of log type i

T: set of tree stems, L: set of log types, Si: set of segments on tree stem k
e U: constant for the unit length of one segment

Using the above notation, an integer programming model for the problem can be formulated in
the following way:
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min Z Z Uwr (4, k)(z, — Zyijk)

keT jeSy ieL
s.t.
J=lp(i)+1
ik = >, Timk, Vi€ LVEeT,jeT; (1)
m=j
zijk(+ 1) — 1) <lrp(k), VYieLkeT,jeTy (2)
j+lL(i)—1
vigR( Y flm, k) <q(i), VieLkeT,jeT (3)
m=j
D> wyp=o(i), Viel (4)
keT jES
Zyijk <1, VkeT,jeT (5)
€L
wL(l)yljk < wT(ja k)? Vi e L7 ke Tv] € T (6)

Z Z Yijk >= 2/|Sk|, VkeT (7)

i€l jeSk
Z Z Yijk <= |Sk|zk, VkeT (8)
i€l jeS

Tijk, Yijk, Zjk Dinary, Vi€ L keT,jeTy 9)

The objective function aims to minimize the total volume of leftover tree segments. Segments
belonging to unused trees are not considered. Constraint (1) registers for each segment on every
stem whether it belongs to a log of type i or not (regardless of which exact log it is). Constraint
(2) ensures that a log assigned to a stem will actually fit on the stem lengthwise. Constraint (3)
controls the segments of the desired quality for each log. Constraint (4) guarantees the completion
of the required number of orders for each log. Constraint (5) ensures that a segment that belongs
to a log cannot be chosen as part of another log. Constraint (6) ensures the segments of the desired
width for each log. Constraints (7) and (8) register for each stem if it has at least one used segment.
This is needed for the objective function. Constraint (9) guarantees that our variables are binary.

4 PRELIMINARY RESULTS

The model has been tested on randomized input data so far. For each input instance, a set of n
unique tree stems were generated, each with a maximum length of m segments (both n and m was
chosen as multiples of 10 in the [10,100] interval). Diameter and quality data were also randomly
assigned to each segment. Two sets of o incoming log orders were generated for each (n,m) pair;
ones with 5 different lengths (3-7 segments) and with 10 different lengths (3-12 segments). Quality
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requirements and total numbers for these log orders were also randomly chosen. As this input
generation setup does not guarantee feasibility with regards to the required quality of the log
orders in some cases, inputs were generated until there were 10 feasible ones for each (n,m,o)
tuple. The total number of logs to cut depended on the log order types. As the 10 log types were
chosen from a longer length range, the total for these inputs was around 55 — 56% of the logs in
corresponding (n,m) instances with only 5 log types. While the inputs with 5 order types were
solved under a minute on average for all (n,m) pairs, this was only possible for the instances of
n < 30 and m < 50 in the cases with 10 log order types. Other instances took over 5-10 minutes on
average to solve, with some higher n values even requiring more than 30-40 minutes in some cases.

5 CONCLUSIONS AND FUTURE WORK

This paper introduced a mathematical model for log bucking where quality information is available
for each tree segment. The study considered a simplified representation of tree stems and quality,
and was also tested on randomly generated instance sets without using any real-world distributions
or data. These simplifications were introduced to show the efficiency of the approach. However, to
make it applicable in real-world scenarios, further extensions and adaptations are necessary.
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Abstract:

In wireless networks, efficient gateway deployment while serving demands from sensors and
ensuring a seamless connection between them for load sharing is vital. To this end, we define a
new problem in this paper and develop a baseline mathematical model to tackle it. Since the
model comprises computationally inefficient cycle elimination constraints, an alternative model
and an algorithmic procedure exploiting the baseline model are presented and a computational
analysis is performed to test their performance.
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1 INTRODUCTION

Distributed system based sensor networks are organized on two levels [8]. The first one is the
level of sensors measuring the environment; they are connected to send data each other. The
second level of the network is the level of gateways. They are forming a distributed system
meaning that they should be able to store the data in a distributed way. Data from the
sensors are travelling to the gateways, each sensor is arranged to a gateway node through a
path determined by the routing. For the gateway placement the sensor network is given and
our goal is to identify the gateway nodes in an optimal way. We suppose that the number
p of gateways is given. For the communication cost, we can consider positive weights on the
links of the network; however, we assume that a different cost an the links are defined as the
weight between potential gateways. The process of data collection by the gateways correspond
to the classical p-median problem [5]. However, because of the distributed system feature, the
subnetwork formed by the median nodes needs to be connected by which we are facing the
connected p-median problem.

A well-known related problem is the so-called Connected Facility Location Problem where
the backbone means a Steiner Tree [4] connecting the median nodes, but no connectivity is
required as their induced subgraph. In our approach, we handle the following problem on a
sensor network: Given that each sensor has a communication demand, each gateway has a
fixed installation cost, satisfying a demand from a gateway incurring transportation cost and
building a connection line between deployed gateways causing a connection cost, identify the
optimal p gateway locations forming a spanning tree and the optimal sensor assignments to
each of these locations at a minimum total cost of opening, connection and transportation cost.
We derive a novel mathematical model (baseline) for this problem. Since the model contains
intractable cycle constraints, an alternative model and an algorithmic procedure exploiting

109



the model is presented in this study to alleviate this difficulty. They are tested on randomly
generated and benchmark instances.

2 PROBLEM DESCRIPTION

In the rest of the paper, we will use the standard concepts and notations of facility location
problems [7]. In a weighted network, assume that each vertex i € V' correspond to a customer
location having some demand D;. Each customer can be served by a facility in the network at
a some cost which is the product of D; and the shortest distance between the customer and
demand node, d;;. We call the cost transportation cost. In the classical p-median problem,
we would like to find the location of p facilities such that all customer demands are satisfied
at a minimum total transportation cost [5]. On top of that, these p facilities might need to
share the workload by building a connected induced subgraph [6]. Because the installation of
an edge (i,7) € E between facility ¢« € F and j € F,j € §; where E is an edge set, F is a set of
facilities and ¢; is a set of adjacent vertices of vertex ¢ incurs an installation cost c;;, we name
the cost of the spanning tree over p nodes as connection cost. Finally, a facility could also
have an opening cost, f;. As a result, we seek to find a spanning tree over opened p facilities
serving customers at a minimum total opening, transportation and connection cost. We name
the problem as fized charge weighted connected p-median problem

3 BASELINE MODEL

At first, we devise a new binary integer programming (BIP) model to solve our problem. Since
it has some complications, a mixed integer programming (MIP) version of it will be introduced
at section 4.1.

Minimize Z fivi + Z D; Z dijxij + Z Cij Lij (1)

ieF eV JEF (i,j)EEi<j,i,jeF
subject to
inj‘ =1 1eV (2)
JEF
Tij < Yj ieV.jeF  (3)

> yi=p (4)
JEF
> Zij=p—1 (5)

(i,§)€Ei<ji,jeF

> Zij < [W[-1 WCF2<|[W|<p (6)
(4,§)EEi<ji,jEW
Zij < i (,))eE:i<ji€eF,jeF (7)
Zij < yj (,))eE:i<ji€eF,jeF (8)
vi< Y. Ziy+Z i€F 9)
j€8i,JEF
Zi; € {0,1} (i,j)eE:i<jicFjeF (10)
zi; € {0,1} ieV,jeF (11)
y; € {0,1} jeF (12)
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4 SOLUTION METHODOLOGIES

4.1 Miller-Tucker-Zemlin Model (MTZ)

It is apparent that constraint (6) has exponentially many constraints for large amounts of p and
|[V'|. To target this issue, we write an alternative constraint u; —u; +pZ;; < p—1 adopted from
travelling salesperson problem [4] for subtour elimination where w; is a dummy nonnegative real
variable to ensure cycle breaking. In Section 3, the model is defined over undirected graph of
Z;; variables. Since our new constraints require a directed graph, we redefine the Z;; variable as
1 if facility 7 € F' is connected to facility j € F and 0 elsewhere. Hence, an edge directed from j
to ¢ can also have Z;; = 1. In addition, constraint ZjeF Zi; < y; is also added to complement
the alternative constraint in the directed graph. In such a case, given that a facility is opened
at a vertex i, at most one outcoming arc from that facility to each facility candidate point is
allowed which is a substitute for constraint (7) in the baseline model. Moreover, its usage also
renders constraint (9) as invalid so the latter one is removed from the model where remaining
equations are inherited from the baseline model wherein i < j condition is lifted.

4.2 Relax-Cut-Repair Method (RCR)

According to preliminary experiments, constraint (6) in the baseline model causes intractability
in terms of the model building time, even for small size instances. Hence, we devise the following
method to attack the problem: When we relax the constraint, the problem is hoped to yield
a cycle free solution in a much less amount of time. Cycle free solution has a high probability
because of the combination of constraints (5) and (9). Should a cycle is encountered, a no
good cut is inserted into the model to prevent the same cycle to be seen. At the end of the
algorithm, we check whether the solution is connected. If not, we restore the feasibility by
applying Repair Algorithm: We implement a Network Flow based formulation so as to find the
Minimum Steiner Tree to enable the connection in the final solution. If this tree consists of p
facilities, we stop. Otherwise, we use MTZ model to p + r facilities obtained from Steiner Tree
with size p + r to get the final feasible solution.

5 NUMERICAL RESULTS

In order to test our methods, we utilize 2 graphs from OR-LIB [3] and 2 graphs from TSP-LIB
[2]. Additional two graphs are generated with the help of Erdos-Renyi random graph generation
procedure where probability of selecting an edge between two vertices is 0.30. We validated via
code that all graphs are connected. For each graph, we tried p = 5 and p = 10 leading to 12
instances in total. The parameters f;, D; and d;; are determined using uniform distribution.
Afterwards, all-pairs shortest path algorithm is performed to find d;; values. Note that one
TSP-LIB graph is also set according to Erdos-Renyi procedure. At last, we set c¢;; = 100d;;
where i,j € F. We solve all instances using C++ calling Cplex 12.7 solver on a PC with x64
Intel(R) Core(TM) i5-3210M 2.50 GHz CPU and 8 GB RAM. We tried different time limits as
follows: 10 mins, 30 mins and 1 hr.

We have one small instance with 26 nodes and 100 edges. Other instances have varying
node sizes with at least 100 nodes. The largest instance has 225 nodes with 7604 edges.
Selecting a better performing method for each instance, the results suggest that 50% of the
instances are solvable within the first 10 mins. Among the remaining ones, 1 instance is solved
to optimality up to 30 mins. After 30 mins, 1 instance is successfully solved to optimality and
33% of the instances yield 3.33% gap on average under the better performing method where
most of instances are comprised of more than 6000 edges.

When we compare these methods, MTZ mostly beats RCR when an instance is solvable
under 10 mins. For larger instances, MTZ performs better when p = 5. Once p is raised to 10,
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none of these methods outperform each other significantly.

6 CONCLUSIONS

Some benchmark instances alongside randomly generated data are exploited to show the ef-
fectiveness of mathematical modeling based approaches. The results demonstrate that the
methods are solvable for small cases and yield small solution gap after one hour. As a per-
formance, MTZ defeats RCR slightly. Yet, they should be tested on larger datasets along
with p = 20 facilities. Another possible extension is to apply LP rounding and approximation
methods to these methodologies to find a good quality initial solution and provide them with
it as a starting solution to speed up solution time and enhance the solution quality.
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Abstract: The paper explains the problem of amateur sport shooting competition scheduling with a
manual and an automated solution. The automated solution provides an optimal schedule to minimize
the infrastructure and human resource occupation. The proposed programming model also minimizes
the attendance of participating sport clubs, because considers that the amateur competitors want to
spend minimum time necessary (with required overhead) for the competition and the team of a sport
club usually travel together.

Keywords: scheduling, optimization, resource utilization
1 INTRODUCTION

Sports have worldwide interest. A professional sports events, for example Olympic Games and
Professional Athletic Leagues, are different from amateur events in terms of available
resources as well as the main target of the event organization. Professional events target as
large audience as possible to maximize profit income, while amateur events target the
realization of the event’s sport result.

When organizing an amateur sport shooting competition, it is important to optimally utilize
the available infrastructure and thereby rationalizing the operation and rental costs. The optimal
utilization is also crucial in the case of the requested human resources, for example, range
officers. With an optimal schedule the necessary organizational time as well as the requested
human resources can be minimized. It is of importance not only from monetary point of view
but also from the sports’ professional quality point of view, namely the quality of the event can
be raised with better schedules since for example with less tired range officers less mistakes
can happen.

Scheduling of the sport shooting competitions include the place, date and time interval of
the disciplines. As a consequence, the infrastructure as well as the required human resources
are also determined. Besides, competitors are also included. Generation of the schedule is
influenced by the number of disciplines, the required interval for the execution, the number of
available firing points, and the number of registered competitors.

Scheduling in sports is usually supported with science based automated processes in case of
professional leagues. [1] provided a coverage on various sports scheduling articles until 2010.
More recently, [2] introduced an international sports timetabling competition. There the
problem was to decide on a suitable time slot for each of the games to be played within a round-
robin tournament while respecting some hard constraints and minimizing the penalties from
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violated soft constraints. [3] investigated various integer programming formulations for
scheduling a round robin tournament. [4] proposed a dynamic approach for scheduling e-sports
tournaments based on a modification of the Swiss system design. [5] provided a review of
fundamental problems in sports scheduling and their formulations, followed by a survey of
applications of optimization methods to scheduling problems in professional leagues. Despite
the vivid scientific efforts supporting professional leagues and events, for amateur sports
shooting tournaments schedules are still created manually without any automated support.

2 PROBLEM DEFINITION

The amateur sport shooting competition has the following problem definition hereinafter.
There are individual competitors. The individual competitors are part of teams delegated by
sport clubs. One competitor can be a member of exactly one of the teams.

There are various disciplines. For the disciplines, the maximum duration is given, i.e., the
competitor must complete the discipline within the time limit. One discipline can only be
completed by the competitor at most once. Parallel disciplines should start at the same time but
can finish at different time if lengths are not similar. Because competitors of shorter discipline
must wait for competitors of longer discipline, this scheduling should be avoided, or lengths
should be as close as possible.

Registration: one competitor can complete one or more disciplines.

There are multiple firing points available. One competitor completes one discipline at a
given firing point.

Any disciplines could be performed by any competitors in any firing points parallelly.

Series: Synchronously started and parallelly executed disciplines in selected (possibly all)
firing points. Must be handled together in one batch until the competitor executing longest
discipline is not finished. In other words, the firing point cannot be used again until any of the
firing points is occupied within the batch. In special cases, firing points may be grouped and
thus the full firing range may be divided in smaller batches.

Let us consider the following aim of optimisation. Let us minimise the overall duration,
while the competitors belonging to the same team should complete their registered disciplines
as close to each other, as possible. In other words, the start and finish time of a sport club must
be as close as possible.

The optimal schedule minimises the overall duration of the competition in a way that every
competitor can execute the discipline where registered. When considering the objective
function, the difference between the last and first series of teams and of disciplines should also
be considered. Minimising the overall duration of the competition guarantees to minimize the
corresponding cost of infrastructure and human resources. Further, minimising the difference
between the last and first series guarantee the shortest participation of teams and disciplines.

3 ILLUSTRATION

Let us consider the following example as illustration.

e There are competitors: A, B, C, D, E, Fand G.
o Individual competitors A and E form Team 1.
o Individual competitors B, C and D form Team 2.
o Individual competitors F and G form Team 3.

o There are three disciplines
o Discipline 1 with length of 4 time unit
o Discipline 2 with length of 2 time unit
o Discipline 3 with length of 1 time unit
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e Registrations
o Competitor A: Discipline 1, Discipline 2.
Competitor B: Discipline 1.
Competitor C: Discipline 2.
Competitor D: Discipline 2.
Competitor E: Discipline 1, Discipline 2.
Competitor F: Discipline 2.
o Competitor G: Discipline 3.
e There are 5 firing points available: 1, 2, 3, 4,5

O O O O O

Firing point] 1 2 3 4 5
G-3

D-2 | E-2

Series 1 A-1 B-1

Series 2 E-1

Figure 1: A possible schedule of the illustrative example.

Solution given in Figure 1. is a possible, valid schedule, nevertheless it corresponds to a
suboptimal solution. The length of the event is the maximum, both series have length of the
longest discipline, further all teams must participate throughout the whole event, in other
words, no one can arrive later than the beginning nor leave earlier than the end of the
competition.

Firing point| 1 2 3 4 5

C-2 | D-2

Series 1 A-1 B-1 E-1

G-3

Series 2 A-2 F-2 E-2

Figure 2: A possible schedule of the illustrative example with shorter team participation.

Figure 2 shows a solution where the participation of the teams is minimal, at the expense of
the lengths of disciplines. The multi target optimization upon the total event length, the
discipline length and the team participation length would not provide one best, optimal solution
in general. The final output selection depends on whether the discipline length or the team
participation length is more important for the organizers. This decision must be a weight
parameter within the solution generator algorithm.

4 PROPOSED SOLUTION

We introduce the following variables:
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e an integer variable is introduced to represent the number of competitors as part of a
team registered for a specific discipline within a series;

e acontinuous variable is introduced to represent time, note that O is the starting point of
the competition;

e abinary variable is introduced to represent that there at least one competitor within the
series registered for the discipline;

e a binary variable is introduced to represent that there at least one competitor as part of
the team within the series;

e avariable for the first and for the last series of the team.

The model has the following number of variables:

NoS - NoT - NoR + NoS + NoS - NoR + NoS - NoT + NoT + NoT 1)

the number of restrictions:
5-NoS-NoT +3-NoS-NoR+ NoT-NoR + NoS 2

where
NoP Firing points
NoS Number of series i€f{1,2,...,NoS}
NoT Number of teams j€f{12,...,NoT}
NoR Number of disciplines ke{1,2,...,NoR}

The objective function minimises the overall duration, while the start and finish time of the
sport teams are also minimised. The corresponding weight parameters can be adequately
adjusted.

The mixed integer linear programming model was developed and implemented in python
language accessing FICO Xpress optimizer 41.01.06 API, community license. The computer
details are as follows: processor Intel(R) Core(TM) i7-9750H CPU @ 2.60GHz Memory 16
GB. To test the model, real case data were used of a national sport shooting competition
organised at Pécs. The model was solved optimally in less than 100 seconds.
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Abstract: A conjecture by Radenkovi¢ and Gutman [9] has been left. This conjecture is on
the Laplacian energy of trees and partly solved in some papers. In this study, we show that
the conjecture holds for some classes of trees with 5 to 15.
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1 INTRODUCTION

All the graphs considered in this study are finite, undirected and simple.

The Laplacian energy (LE) of a graph is introduced molecular-graph-based analog of the
total m-electron energy (E). It is shown that the Laplacian energy and energy have a similar
structure-dependency only when molecules of different sizes are compared, when a good linear
correlation between them exists. Within classes of isomers, Laplacian energy and energy are
either not correlated at all or (as in the case of acyclic systems) are inversely proportional. The
total m-electron energy E, as calculated within the Hiickel molecular orbital (HMO) model,
is one of the most thoroughly studied quantum-—chemical characteristics of large polycyclic
conjugated molecules. Details on the theory and applications of E can be found in the literature
and in the references cited therein. It was shown a long time ago that the various-electron
descriptors of the HMO model, including E, can be calculated from the eigenvalues of the
corresponding molecular graph. This definition served as a motivation for the definition of
the so-called graph energy. Namely, whereas within the HMO model E is meaningful only in
the case of a restricted class of molecular graphs.In view of this, the energy of a graph (also
denoted by E) is defined as the sum of the absolute values of all eigenvalues of this graph, and
this definition extends to all graphs. This seemingly insignificant change in the interpretation
of the graph energy resulted in a great expansion of research in this area and has advanced the
theory of total m-electron energy greatly.

In [9], Radenkovié and Gutman studied the correlation between the energy and the Lapla-
cian energy of trees. They also computed the energy and the Laplacian energy for all trees
up to 14 vertices. Moreover, they found that the energy and Laplacian energy of a tree are
inversely proportional, and gave a conjecture on the Laplacian energy of trees. The conjecture
relates the Laplacian energy of path, tree, and star graphs.

Trevisan et al. [11], showed that the conjecture is true for trees of diameter 3. In the same
paper, they also showed that the conjecture works for all trees with at most 18 vertices.

In [5], the upper bound of this conjecture was proved. But the lower bound of this conjecture
is still an open problem.

In [10], Rahman et al. extended this study up to diameter 4. Also in [3] Chang and Deng
showed that the conjecture is true for some classes of trees with diameter 4 and 5.

1.1 Preliminaries

For a graph G with vertices vy, vs, ..., v, and adjacency matrix A, let Ay > Ao > ... > A, be the
eigenvalues of the adjacency matrix A. The Laplacian spectrum of G is the set of eigenvalues
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W1 > pg > ... > py of the Laplacian matrix of G, given by L = D — A, where D is the diagonal
matrix of vertex degrees.
In [6], the concept of energy of a graph G is defined by the following equation

E(G) = f: I\l (1)
i=1

Given any graph G with n vertices and average degree d, the Laplacian energy of G is
defined by Gutman and Zhou [7], is given by

LE(G) =Y |pi—d. (2)
=1

A tree T}, is a undirected connected graph without cycle. A path graph P, of order n is a
tree with two vertices of vertex degree 1, and the other n — 2 vertices of vertex degree 2. A
star graph S, of order n is a tree on n vertices with one vertex having vertex degree n — 1 and
the other n — 1 vertices having vertex degree 1. A pendant vertex is a vertex of degree 1.

2 METHODOLOGY

Let T,, be a tree on n vertices. Fricke et al.[4], and Jacobs et al. [8] proposed an algorithm
to calculate characteristic polynomials of T;,. The algorithm works by associating, with each
vertex v, a rational function a(v) = £. Here 7 and s are members of the polynomial ring Q[A].
These polynomials are computed bottom-up starting with leaves which are assigned A — 1 (the
tree can be rooted in an arbitrary way). Once all the children of v have been processed, v is
assigned the function

1
a(v) =\ —d, CEZé e
where C' is the set of its children and d, is the degree of v. After all vertices have been
processed, we compute the Laplacian characteristic polynomial by taking the product of all
functions a(v):

(3)

X\ = [T a(v). (4)

3 RESULTS

The aforementioned conjecture is as follow:
Conjecture 3.1 Let T, be a tree with n vertices.Then, LE(P,) < LE(T,) < LE(Sy).

In [5], Fritscher et al. proved the following theorem

Theorem 3.2 Let T, be a tree with n vertices such that T,, # Sy. Then, LE(T,) < LE(S,).

Let T,(f) (p, q) be trees with i( 5 < i < 15) diameters obtained by adding p and ¢ number of
pendant vertices to the pendant vertices of the P;_; paths. Examples for these trees are given
in Figure 1.

In this study, using above algorithm, we show that the left side of conjecture is satisfied for
Tr(f) (p, q) trees classes between 5 and 15 in diameter, that is,

Theorem 3.3 Let P, be a path with n vertices. Then, LE(P,) < LE(T,@ (p,q)), for 5<i<
15.
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Figure 1: Trees with diameter 5 and 6

Sketch of the Proof: We use the algorithm described in subsection 1.2 to construct
the Laplacian characteristic polynomials for (T,(Li)(p, q)), for 5 < i < 15. After having the
characteristic polynomials for the aforementioned trees the eigenvalues of these trees can be
find by straightforward calculation. Then by calculating the Laplacian energies of (T#) (p,yq)),
for 5 <1 <15 we show that LE(P,) < LE(TS)(p7 q)), for 5 <1 < 15. Finally by combining
the result of Theorem 1.2 and LE(FP,) < LE(Tr(f)(p, q)), for 5 < i < 15 we prove that
LE(P,) < LE(T\") < LE(S,), for 5<i < 15.

4  DISCUSSION

In this study, we proved conjecture given by Radenkovié¢ and Gutman in [9] for the class of
trees (see for example Figure 1) with diameter d such that 5 < d < 15. This conjecture relates
the Laplacian energy of path, tree and star graphs.
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Abstract: The paper introduces a general agent-based framework for modeling opinion for-
mation in a group of people. It is based on the assumption that agent’s opinion and confidence
about his/her opinion may shift after an interaction with another agent. Such a shift depends
on several variables. The work focuses on two of them — distance between opinions and distance
between confidences of two interacting agents. Opinion and confidence changes are described
with diagrams called opinion shift map and confidence shift map in the model. Properties of
the opinion formation model are analyzed via numerous computer simulations. Advantages,
limitations and future extension of the framework are discussed.

Keywords: opinion formation, opinion shift, agent-based modeling, computer simulation

1 INTRODUCTION

Rapid growth of information technologies arouses more and more curiosity about how people
form their opinion. There is variety of issues to form opinion about — news, innovations, rules,
products, statements etc. People usually form their opinion with the help of other individuals.
Encounter with other person may result in opinion strengthening or shift. There are several
papers devoted to the topic of opinion formation. For comprehensive review of the research
area see, e.g., [1] or [3].

Inspired by the work [2], we describe a general agent-based framework that may serve as
a tool to understand the process of opinion formation in a group of people. We use computer
simulations to examine influence of its parameters on resulting opinion configurations.

2 OPINION FORMATION MODEL

Let us work with a numbered group of people. Since we build an agent-based model, we
call them agents. We are interested in opinion shift of an agent i after an interaction with
another agent j, which we call advisor. In [4] and [5] they show empirically that two important
factors influence individual opinion formation process: distance between opinions of the two
individuals AO;; = |0; — Oy| € [0, 1], and the distance between confidences of these individuals
about their opinion AC;; = (C; — C;) € [—1,1]. The negative value of AC;; means, that the
advisor has higher confidence. The model described in [2] uses both of these parameters. When
an agent 7 meets an advisor j in a time step t one of the three outcomes will happen: the agent
i cither keeps her initial opinion (0! = Of), makes a compromise (O;"' = Of +4-|0f — OY)),
with some compromise rate d € (0,1), or adopts advisor’s opinion (O;»H'1 = O;)

In the paper [2] they designed experiments to capture such a process. During experimental
interactions of several participants, they were able to plot average opinion outcomes for various
combinations of O;;, C;;. The resulting diagram is of a complex shape. Hence, a simplification
they provided is to divide distances between opinions into three categories: Near, Intermediate
and Far, which is the same approach as in [5]. This way, they reduce the diagram into three
bands. We realized that, each band is actually an interval [—1, 1], therefore for its complete
description it is enough to mark sections of the intervals with resulting action C: compromise,
A: adopt or K: keep. We call such a diagram opinion shift map (OSM). An example of an
OSM is shown in Figure 1 a).
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Figure 1: a) Example of an opinion shift map, b) Example of a confidence shift map. Both
correspond to empirical findings in [2].

In [2] they explored opinion shift regarding general knowledge questions. However, for
different types of information, the opinion shift map could look different. We realized that
what was a way of simply visualizing the experimental results can actually be used to serve as
a general framework for capturing opinion shift process in variety of situations.

Usually, our confidence in our opinion can shift after an encounter with an advisor. The
change also depends on O;;, C;;. For example, a confident advisor with a different opinion can
shake our confidence in our opinion if our confidence is weak. On the other hand a confident
advisor with a similar opinion could increase our own confidence.

After generalization of [2], in each of the three cases of opinion distances (Near, Intermediate
and Far) confidence shift can be approximated by a piece-wise linear function. We call such
a set of functions confidence shift map (CSM). As an example we show the CSM based on
approximation of data collected from the experimental study in [2]. An example of a CSM is
shown in Figure 1 b). Again, for situations other than general knowledge testing, CSM might
look different.

3 RESULTS

To test the features of the model we implemented it in the Julia language. For every simulation
we use the population of size N = 52, which is the same size as in [2]. Opinions and confidences
are represented as numbers coming from the interval [0,1]. For the purpose of testing we use
the opinion and confidence shift map based on [2]. Similarly, the compromise rate is set to
6 = 0.4. For now, the constants Near and Far are set to 0.2,0.5 respectively.

In each interaction step an agent is chosen randomly and an advisor from the group is
randomly assigned to that agent. Based on AO;;, AC;; agent’s opinion is updated according
to the OSM and CSM, which is the same for every agent. One simulation consists of 1 000
interaction steps since it is close to (g ). Because it is a stochastic process, we average our
results from 1 000 simulation runs for each parameter combination.

To set initial opinions and confidences of agents, we tested several types of distributions
on [0, 1] — symmetric bell-shaped, symmetric U-shaped, uniform, left-skewed and right-skewed.
For opinions the meaning of such distributions is straightforward. For confidences a distribution
curve describes how high is the confidence of advisors holding certain opinion from [0, 1].

First, we started with confidences that do not change in time. When distributions are
symmetric the final mean opinion is also centered, i.e., around 0.5. When opinions and confi-
dences are skewed left, than the final opinion tends to go left (towards 0). The most interesting
case is when opinion minority with high confidence and opinion majority with low confidence
are located at the opposite sides of the opinion spectrum. In the left of Figure 2 we can see
the average trajectories of mean opinion in population for the initial opinions skewed left and
confidences initialized according to various types of distributions. In the only case, when confi-
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Figure 2: Opinion formation process in time. The initial distribution of opinions is skewed left.
Each mean opinion trajectory is averaged over 1 000 simulations for each initial distribution
of confidences. The part a) shows the process when confidences of agents remain fixed to their
initial values, b) shows the process for shifting confidences according to the introduced CSM.

dences are skewed right, the final mean opinion shifts to the other side of the opinion spectrum
(is greater than 0.5).

Allowing shifting confidences does not always have a significant impact. For example,
when an opinion distribution is symmetrical (U-shaped, bell-shaped) shifting confidences do
not have visible influence. However, when initial opinions are skewed left, we can see obvious
difference between fixed and shifting confidences for most of the confidence distributions. In
such situations it is more difficult to shift opinions to the other side of the spectrum as seen
in the right part of Figure 2. Presumably, it is because members of opinion majority support
each other and their confidence also increases.

When is it possible for the minority to shift the opinion of the majority? We run simulations
for various opinion confidences of the majority and minority. For the case of fixed confidences,
the confidence of the majority must be low (around 0.2) and confidence of the minority must
be high (around 0.8). When confidences can shift it makes the situation of opinion propagation
even harder, since the majority supports themselves in their opinion. That is why difference
between confidences of the two groups must be even larger.

The compromise rate § specifies how much agent’s opinion shifts towards advisor’s opinion.
The default value is § = 0.4. Let us return to the situation when opinions are distributed
towards the left and confidences towards the right. We experimented with values of § from 0.1
t0 0.9. For fixed confidences the final mean opinion is basically the same for all values. However,
the lower the compromise rate the larger the amount of steps needed for convergence of the
final mean opinion. In the case of shifting confidences the parameter plays more important
role. The smaller the number of compromise rate the lower is the final mean opinion. The
difference the between final mean opinions in case of § = 0.1 and 6 = 0.9 is more than 0.2,
which is one fifth of the length of the whole opinion spectrum. For lower values § = 0.1,0.2
the final mean opinion does not exceed the half of the original opinion spectrum.

We executed even more tests regarding definition of constants Near and Far, number of
interactions or size of population, which cannot be visually presented here due to the lack of
space. At least, we can summarize them together with the above mentioned results. Initial
opinion and confidence distribution matters. The most interesting case is when two groups
are based on the opposite sides of the opinion spectrum. It is possible for minority to attract
the opinion of majority, however, the majority must be much more confident in their opinion.
Shifting of confidences can work both as an inhibitor or catalyst for opinion propagation. The
number of interactions does not matter too much. After a certain number of interactions the
final mean opinion reaches its equilibrium and fluctuates around it.
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4 DISCUSSION

The paper introduced a generalization of the work [2]. However, forming opinion about geo-
graphical facts might not have the same sense of urgency as forming opinion about political
or ethical matters. Hence, the resulting general framework is prepared for various types of
opinion formation processes by introducing the concept of opinion and confidence shift map.

In more critical situations people might tend to form their opinion according to opinion
leaders or significant others. Therefore, each advisor has potentially different importance to
every agent. Several models mentioned in [3] implement importance in form of weights. We
also intend to include such weights in our model, which will add a new dimension to the OSM
and CSM.

The introduced framework is well suited for smaller groups of people where pairs of indi-
viduals have similar probability of interaction, e.g., a choir, study group, hobby club etc. For
larger groups or for groups with more intricate communication system, it would be favorable
to incorporate deeper knowledge about the communication networks among individuals. Such
channels may differ according to the subject of opinion formation.

We showed several properties of a particular opinion formation model that resulted from
definition of the opinion and confidence shift map according to [2]. The interesting behavior
of the model depends on several parameters that were not explored in the previous paper.
Namely, distribution of initial opinions and confidences, compromise rate, number of interac-
tions, shifting confidences and changing the meaning of near and far opinions. Due to a limited
space of the paper we picked only several interesting scenarios.

In future research it would be favorable to consider various types of opinion and confidence
shift maps and their heterogeneous mixture in a population. The goal is to base opinion
and confidence shift maps on experimental results connected to more critical areas of opinion
formation than general knowledge. Exploring various patterns of multiple-agent interaction
is also very relevant. Extensive computer experimentation with such models could shed more
light on real opinion formation processes, especially processes that are difficult to be studied
directly.
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Abstract: A public service system design problem with a pair of mutually exclusive criteria has many
non-dominated solutions, which differ in accenting one of the criteria subject to keeping the other under
some limit. The entire Pareto front of the system designs represents a complete set of designs, which is
impossible to get improved. Due to complexity of obtaining the exact Pareto front, the metaheuristics
are welcome tools to create a precise Pareto front approximation in an acceptable computational time.
This contribution presents an implementation of an evolutionary heuristic of the scatter search type
adapted for bi-criteria system designs to produce a precise approximation of the Pareto front.

Keywords: bi-criteria location problems, Pareto front approximation, directed search, scatter search
1 INTRODUCTION

Different heuristic algorithms, metaheuristics and other sophisticated evolutionary approaches
to the optimization problems have been recently developed not only as a complement to the
common exact methods, but their goal is to overcome their weaknesses [3, 4]. A specific weak
point of almost all exact methods consists in the verification process, which consists in
confirming that the best-found solution is the optimal one. Even if some modelling techniques,
i.e. radial approach [2, 12], significantly accelerate the associated solving process, mentioned
verification phase of the exact methods takes usually too much time. On the other hand,
heuristic approaches enable us to obtain a good solution in considerably shorter time [5, 7].
Similar obstacle occurs also in bi-criteria location problems, which can be met in public
service system designing. If there are two objectives to be optimized, a special set of solutions
called Pareto front has to be searched for. As completing the exact Pareto front is very time
demanding [8, 9], effective heuristics are applied to its determination [10, 11, 13]. In this paper,
we focus on the design and implementation of an evolutionary heuristic approach to the Pareto
front approximation based on the scatter search strategy. One member of the approximation
corresponds to a solution of the public service system design problem. The solution is
determined by a choice of p service center locations from the set of m possible locations.

2 SCATTER SEARCH SCHEME

The original scatter search algorithm consists of two phases. The first one creates a pair B and
D of the reference sets. The set B contains a collection of good problem solutions from the
point of a given objective function. The set D is intended for solutions, which should spread
over the set of all feasible solutions as much as possible. The first phase employs various
methods of intensification to improve the starting solutions from B and also tries to improve
diversity of the set D to cover the outliers of the set of all feasible solutions.

The second phase generates new solutions by combining solutions from B and D to search
the space between the chosen solutions. The newly assembled solutions are submitted to series
of improving heuristics with the goal to improve the content of the set B. The best found
solution is then returned as the result of scatter search algorithm. If this algorithm is applied on
the problem, solution of which are represented by elements of the Euclidean space, then the
new solution is constructed as convex combination of a few solutions selected from B and D,
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where weights of the solutions are proportional to objective function values of the solutions
[6]. In the case of combinatorial problems, this approach must be replaced by some other way
of combining the selected solutions, e.g. path-relinking method etc. Regarding the efficiency
of the phases, the general finding is that the second phase takes much more time to improve
the objective function value of the best-found solution by the same amount.

3 SCATTER SEARCH FOR BI-CRITERIA LOCATION PROBLEMS

Implementation of the scatter search algorithm for finding a good approximation of the Pareto
front of public service system designs with two criteria must take into account several specifics
in which the problem differs from the usual ones. First, the public service system design is a
combinatorial problem, solution of which is given by a sub-set y of p service center locations
from a set of m possible locations. In this contribution, we consider two objective functions
f1(y) and f2(y) for a solution y. The value fi(y) is the sum of traversing times between a demand
location and the nearest available center location. The value f2(y) corresponds to the amount of
demands located further than given radius T from the closest center location. Second, we do
not search for the best public service system design, but for a set of non-dominated solutions,
which approximates the Pareto front. The mutual dominance of solutions y and x is defined so
that the solution y dominates the vector x if fi(y) < f1(x) and fo(y) < f2(x) hold. The approximated
Pareto front is the set of non-dominated solutions such that for any solution x there exists a
solution y from the Pareto front which dominates x [1, 8, 9, 11].

That is why the set B of the suggested scatter search algorithm is represented by the currently
best-found Pareto front approximation. The set B consists of non-dominated solutions y*, ...,
ylBl of the public service system design problems, which are ordered according to the increasing
values of f,. Quality of the approximation given by current B can be evaluated by (1).

Q)= 5(10)- L) (607)- . 07) @

The input of the scatter search phase consists of a good approximation B obtained in the first
phase by process of intensification and a set D of mutually non-dominated solutions obtained
by a diversification process. To create a hew solution employing solutions from B and D, a
new approach has been suggested.

The set B is traversed sequentially so that the pair y%, y<** for k=1, ..., |BJ-1 is chosen from
B for processing. The elements of D are ordered according to Manhattan distance from y* in
the two dimensional space of f, and f, and subsequently the first, second, up to the r-th closest
solution x is appointed to be the starting solution of the following incrementing swapping
heuristic minimizing the weighted criterion ai1fi(x) + a2f2(x). The heuristic runs the procedure
Exch(x, i, j), that returns solution x’, in which the location j replaces the location i.

Heuristic(x, a, B)
0. Set F = aifi(x) + axf2(x) and initialize F* = F.
1. For each pair (i, j) in which iex and j x, perform the following operations.
Update B by Exch (x, i, j).
Evaluate E = aifi(Exch (x, i, j)) + a2f2(Exch (x, i, j)).
IfF>E, thenset F=E,i"=i,j =j.
2. If F"=F, then sety = Exch (x, i", j*) and continue with step 1, otherwise terminate.
The values a; and a; are determined according to (2).

8, = (f.(y") = L./ N/ (£, * £,.() = L,y * ("))

. ) 2)
a1:(1_a2*f2(y ))/ fl(y )
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4 NUMERICAL EXPERIMENTS

All computational experiments reported in this study were performed using the 64-bit version
of Java language embedded into the NetBeans environment. They were run on a common PC
equipped with the 11" Gen Intel® Core™ i7 1165G7 2.8 GHz CPU and 40 GB RAM.

As the input dataset for this study, we made use of commonly used benchmarks described
in [8, 9, 10, 11, 13], the origin of which comes from the road network of Slovakia, through
which the urgent medical care is provided by emergency agencies. The list of regions, for
which the experiments were performed, contains Nitra (NR), Tren¢in (TN), Trnava (TT) and
Zilina (ZA). The basic characteristics of used instances are summarized in Table 1. The column
denoted by |l] reports the cardinality of the set of candidates I, from which exactly p center
locations are to be chosen. The last column of the table denoted by Q(PF) contains the area
evaluation of the complete Pareto front PF computed according to (1).

Table 1: Benchmarks characteristics.

Region | [l p Q(PF)
NR 350| 27 736846
TN 276| 21| 829155
1T 249| 18| 814351
ZA 315| 29| 407293

The following Table 2 summarizes the results of suggested heuristic approach to Pareto front
approximation. Since the algorithm was run ten times for each problem instance and for each
parameter setting, the table contains the average values of all studied characteristics. Row
denoted by CT contains the average runtime of the methods in seconds. Symbol NoD is used
to denote the cardinality of the set D. The number of solutions approximating the Pareto front
is evaluated as NoS before and after the scatter search method. The last studied characteristic
consists in gap, which expresses the relative difference between the values of Q computed
according to (1) for the Pareto front and its approximation.

Table 2: Results of scatter search-based heuristics.

Region NR Region TN
r=1|r=2 | r=4]|r=8|r=1[|r=2|r=4]r=8
CT [s] 31.7| 63.9]| 1215| 2495| 13.0| 25.7| 51.9| 108.7
NoD 421 41.6| 434 413| 32.7| 348| 316| 319
start NoS 102.2| 102.2| 102.0| 101.7] 84.0| 84.0| 84.0| 84.0
end NoS 104.4| 106.5| 104.7| 104.0] 90.4| 90.2| 91.1| 917

startgap [%] | 6.06] 6.05| 6.06] 6.02| 0.85| 085| 0.85]| 0.85
end gap [%] 568 575| 558] 520 0.81] 0.82] 08L] 0.78

Region TT Region ZA
r=1|r=2|r=4|r=8|r=1[r=2]|r=4]r=8
CT [s] 53| 10.8| 216| 43.6| 187| 37.6| 75.9]| 153.0
NoD 285| 294| 29.1| 303] 334| 36.4| 357| 381
start NoS 62.0| 62.0| 62.0| 62.0| 91.0] 91.0| 91.1| 91.0
end NoS 62.4| 64.0| 64.0| 64.0] 91.9| 921]| 921| 920

start gap [%] 0.65| 065| 0.65| 0.65| 0.22| 0.22| 0.22| 0.22
end gap [%] 0.07| 0.00] 0.00] 0.00] 0.20| 0.19| 0.19| 0.21

5 CONCLUSIONS
This paper was focused on heuristics developed to approximate a Pareto front, which is a

common output for decision-makers, if the associated location problem takes into account more
than one objective function. The achieved results show that the suggested scatter search can
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produce a very precise approximation of the original Pareto front of service system designs in
acceptably short computational time. Such a great a accuracy makes it suitable for practical
applications.
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Abstract: Determination of the Pareto front of two criteria p-location problem solutions demands for
enormous amount of computational time. That is the reason, why metaheuristics are used to obtain a
good Pareto front approximation. Evolutionary metaheuristics efficiency depends on two characteristics
of the input population. The first of them consists in quality of the starting solutions and the second one
is diversity of the population. This contribution focuses on the way to obtain two reference sets, where
the first one consists of very good solutions and represents the starting approximation of the Pareto
front. The second set consists of mutually non-dominated solutions, which are not members of the
approximation and form the diversed part of the starting population.
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1 INTRODUCTION

Pareto front of public service system designs is the only exact result, which can be offered to
a final decision maker responsible for negotiation between supporters of system solution and
advocates of the fair approach to the worst situated minorities. Regardless of the accented
criterion, the public service system design problem can be modelled and solved by means of
integer linear programming [1, 2, 4, 5, 6] as one of common p-location problem. History of the
approaches started with p-median problem and p-centre problem models, which use allocation
variables and constraints. The development continued with radial approach [3, 11]. An effort
to model a limited capacity of used facilities led to special models, which comply the property
of real systems, where a randomly emerging demand is assigned to the nearest available centre
instead of to the geographically closest one [9, 10, 11, 12]. Accepting all the generalizations,
Pareto front can be found, but with enormous computing time requirements [7, 8]. This
complexity inspired the idea to develop an evolutionary metaheuristics to obtain a good
approximation of the Pareto front of two criteria public service system designs.

As the classical genetic algorithm [5] uses only selection process to search the set of feasible
solutions, we focused on a more sophisticated evolutionary metaheuristic as the scatter search
[5], which employs intensification heuristic to obtain set BEST of good starting solutions and
introduces so called diversed reference set DIV to enlarge the searching process over a bigger
part of the set of all feasible solutions.

Within this contribution, we suggest a special structure of the reference sets of the starting
solutions together with an intensification method and the method, which enables to produce a
diversed set with the given cardinality.

2 INTENSIFICATION

The process of intensification serves for creating of a set BEST of different problem solutions
with very good values of an objective function in general. This contribution deals with the
public service system design problem, where the design is given by a sub-set y of p service
centres selected from a set of m possible service centre locations. The value of the system
objective function f1(y) is sum of distances between a demand location and the nearest available
service centre. The value of the fair objective function f2(y) equals to the number of demands
located outside a radius T from the closest service centre. As the objectives are contradictory,
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there is no complete ordering on the set of all feasible solutions. The pair of objective functions
enables to define a partial ordering called dominance. It is stated that solution y dominates
solution x if fi(y) < fi(x) and f2(y) < f2(X). The Pareto front of the problem solutions is the set
of non-dominated solutions such that for any feasible solution x there exists an element y of
the Pareto front which dominates x.

The set BEST in our approach to Pareto front approximation will consist of mutually non-
dominated solutions and it will contain two members of the Pareto front. The first one will be
member with minimal value of f, and the second one will get the maximal value of f.. The
elements of BEST will be ordered according to f; in the increasing way. This ordering enables
easy updating the set by arbitrary new solution. The current set BEST represents an
approximation of the Pareto front. The process of intensification will gradually improve the
current approximation. Quality of the approxmation given by ordered BEST members y?, ...,
yBEST will be measured by (1).

|BEST|-1

Q(BEST)= > ( (v )- fl(yIBESTI))( f(y)- (v )) (1)
To perform intensification process, we suggested so-called gradual refinement heuristic. This
heuristic is based on step-by-step improvement of a current BEST by searching neighborhood
of its member y* and including admissible neighborhood member in the current approximation.
The used neighborhood search heuristic is a swap algorithm performing the first admissible
strategy, where each tested neighbor contribution is evaluated by the decrease of Q(BEST)
caused by updating the current BEST by the tested neighbor.

The gradual refinement starts with the two-element initial BEST consisting of the two
members of the Pareto front. The stepwise refinement processes solutions y?, ..., yBESTI
improving the set BEST. As updated BEST may contain some new solutions, the process is
repeated so that the BEST that is the result of the performance of one process is used as the
input BEST for the next application of the process. This cycle is stopped when no decrement
of Q is obtained.

3 DIVERSIFICATION

The set DIV should be formed by such solutions, which are not included in BEST and which
form maximally diversed set of solutions to cover a substantial part of the set of all feasible
solutions. In addition, the objective functions of the solution should not be too bad, because
these solutions are are intended for the improving process as a starting solutions.

Diversity of the solution set can be defined by many ways, where each of the approaches is
based on the definition of the difference between two solutions. The difference can be defined
as a distance in m-dimensional space, e.g. Hamming distance, or some other measure can be
used. In this contribution, the diversity of the set DIV is computed by (2), where d(y, X) denotes
the difference of solutions y and x.

|DIV|-1 |DIV| )
D(DIV)= > > d(y*, y")/((IDIV|-)*|DIV|/2)
k=1 j=k+l (2)

Contrary to [5], where random generation of the diversed set was recommended, we suggested
our own approach, where we exploit the special operation Crossover developed specially for
this type of p-location problems so that the resulting offspring were represented by sub-sets of
exactly p service centre locations [7, 8]. Crossover(y, x) returns the pair u, v of subsets, for
which the following rules hold. Intersection of y and x is contained in both subsets u and v.
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The elements from xuy - xny are randomly distributed between u and v so that the numbers
of locations in both sub-sets are the same.

The set DIV is derived from the set BEST so that pairs y*, y<** for k =1, ..., |BEST|-1 are
submitted to Crossover and the offspring are saved to a list CAND, after the CAND is filled up,
filtering process of the offspring is performed. The filtering process excludes the elements,
which are contained in BEST or can update the BEST. The remaining elements are used for
addition to the current DIV, but the DIV can contain only non-dominated solutions. If the
cardinality of DIV is less than a given limit, the process of Crossover application can be
repeated for pairs yX, y**' from the current BEST fort=2, 3, ... etc.

4 NUMERICAL EXPERIMENTS

The numerical experiments reported in this case study were carried out using the 64-bit version
of Java language embedded into the NetBeans environment. They were run on a PC equipped
with the 11" Gen Intel® Core™ i7 1165G7 2.8 GHz CPU and 40 GB RAM.

As far as the set of used problem instances is concerned, we took the data from existing
Emergency Medical Service (EMS) system in Slovakia implemented in the self-governing
regions of Nitra (NR), Tren¢in (TN), Trnava (TT) and Zilina (ZA). These datasets were used
also in our previous research reported in [9, 10, 11, 12], in which concrete forms of used criteria
are discussed, too.

The diversity of the DIV was computed according to (2) where d(y*, y' ) is normalized
Manhattan distance between y* and y' in the two dimensional space of fi and f.The
normalization is performed by differences between the highest and lowest values fi and f. of
the elements of Pareto front. The following Table 1 summarizes the results of the first phase
of the suggested method. The left part of the table contains the problem sizes defined by the
cardinality of candidate set | and the number p of centres to be located. The middle column
denoted by PF_Area brings the value of (1) for the entire Pareto front. The right part of Table
1 summarizes the first phase. Computational time in seconds is reported in the column denoted
by CT [s], the number of solutions is denoted by NoS and the last column denoted by gap
contains the difference in percentage between Q(BEST) and the area of the entire Pareto front.

Table 1: Results of the first phase of suggested method.

Reg. | |l p | PF Area | CT[s] | NoS | gap [%]
NR 350| 27 736846 | 11.27| 102 6.07
TN 276 21 829155 5.93 84 0.85
1T 249| 18| 814351 2.05 62 0.65
ZA 315| 29| 407293| 11.29 91 0.22

Table 2 contains the results of obtaining the DIV set approach performed with different number
t of Crossover applications. Since each algorithm was performed ten times, we report the
average values of studied parameters. Nol denotes the number of included solutions, CT
denotes the computational time in seconds. NoS is used for the number of solutions in the set.

Table 2: Results of numerical experiments for DIV set obtaining.

t=1 t=2 t=3 t=4

ReY: ™Nol [CTs]| Nos | Nol [CTls]| Nos | Nol [ cTis]| Nos | Nol | CT[s]| Nos

NR 94.60 0.02| 102.20| 200.30 0.04] 101.90] 291.20 0.07] 102.00| 367.70 0.13] 102.00

TN 98.80 0.01| 84.00| 189.40 0.01| 84.00| 270.70 0.05| 84.00| 347.10 0.04]| 84.00

1T 64.60 0.01| 62.00| 125.90 0.01] 62.10| 185.70 0.03] 62.00| 246.10 0.02] 62.00

ZA 101.20 0.02| 91.00f 177.10 0.03] 91.00] 236.70 0.05] 91.00] 295.10 0.07] 91.00
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5 CONCLUSIONS

This research paper was focused on the way to obtain two reference sets of p-location problem
solutions. The first set consists of very good solutions and represents the starting approximation
of the Pareto front. The second one consists of mutually non-dominated solutions, which are
not members of the approximation and form the diversed part of the starting population. The
obtained results have proved fast performance of the algorithm. The number of crossover
applications has no impact on the diversity, but it significantly affects the computational time.
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Finding the best 2-OPT move on nearly random Euclidean TSP
tours in average linear time

Giuseppe Lancia*fand Paolo Vidoni*

Abstract

We describe an exact algorithm for finding the best 2-OPT move which, experimentally, was observed
to take linear time on random and nearly-random tours for Traveling Salesman Problem Euclidean in-
stances. To analyze its complexity, we introduce a family of heuristic procedures and discuss their
performance in graphs whose edge costs are Euclidean distances between random points in the plane.
We prove that, for any probability p, there is a heuristic in the family which can find the best move with
probability at least p in average-time O(n), and we also show that on all instances on which a heuristic
finds the best move, the exact algorithm finds it in a smaller time. Notice that linear-time is indeed an
optimal complexity for this problem, since to find the best move there are at least n edges to look at.

Introduction. The Traveling Salesman Problem [10, 6, 2], also known as the TSP, is in all likelihood the
most well-known combinatorial optimization problem. Its objective is to identify a shortest Hamiltonian
cycle in a complete graph of n nodes, weighted on the arcs. Without loss of generality, let the set of nodes
be {1,...,n}. We consider the symmetric version of the problem, and denote by c(i, j) = ¢(j,¢) the distance
between two generic nodes i and j. Each solution of the problem is called a tour, and it is identified by a
permutation (7, ...,m,) of the nodes. The length of a tour T', denoted by ¢(T'), is the sum of the lengths of
the edges of the tour.

A very effective way to tackle hard combinatorial optimization problems such as the TSP [1, 7] is local
search, a general paradigm for the minimization of an objective function f over a set S of feasible solutions.
Let N : S — 25 be a map which associates to every solution z € S a set N(x) called its neighborhood.
Starting at any solution z°, local search samples the solutions in N(z°) looking for a solution z' better
than 2. If it finds one such solution, it iterates the same step, this time looking for 22 in N(z'). It then
continues this way until the current solution x’ satisfies f(x?) = min{f(z)|z € N(z%)}, i.e., it has reached a
local optimum. Replacing z¢ with 2%+! is called performing a move of the search, so that N(x?) is the set
of all solutions reachable with a move from z?. The total number L of moves applied to get from z° to the
local optimum 2% is called the convergence length.

In the 2-OPT neighborhood for the TSP, a move (4, j) on a tour T' = (7, ...,7T,), is identified by two
non-consecutive edges of the tour, namely {7;, m;41} and {m}, 741}, called the pivots of the move. The move
consists in removing {m;, 41} and {m;, 741} and replacing them with {m;, 7;} and {m;41, 741}, so as to
obtain the new tour T’ = (71'1, ey Ty Ty TGy e e s T 1y 1y e - ,ﬂ'n).

*Dipartimento di Matematica, Informatica e Fisica, University of Udine, 33100 Udine, Italy, giuseppe.lancia@uniud.it
fCorresponding author
fDipartimento di Economia e Statistica, University of Udine, 33100 Udine, Italy, paolo.vidoni@uniud.it
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We define
A(uli, 5)) = o(T) = e(T") = e(miy misr) + e(mj, mjp1) = (e(mi, m5) + e(Tigr, mi41))-

The introduction of the 2-OPT neighborhood for the TSP dates back to the late fifties [4]. Local search
based on this neighborhood is probably the most popular approach for the TSP. The obvious, most used,
algorithm for finding the best 2-OPT move, i.e., a double-for cycle iterating over all 1 < i < j < n and
taking ©(n?) time. Most research in the literature has not been devoted to trying to speed-up this quadratic
algorithm, but rather to studying the the convergence length and the quality of the local optima that can be
obtained. With respect to the Euclidean TSP, Chandra et al. [3] have shown that the convergence length is
polynomial on average, while Englert et al. have described instances on which it becomes exponential [5]. As
for the local optima quality, [3] shows that they are, with high probability, within a constant factor from the
global optimum. Clearly, the complete enumeration algorithm for finding the best 2-OPT move is not only
worst-case ©(n?), but its average-case is ©(n?) as well. Building on our previous research [9, 8], we propose a
new algorithm for finding the best 2-OPT move which takes about O(n) for Euclidean graphs whose vertices
are points drawn u.a.r. in the unit square. Notice that this is the best possible complexity for finding an
optimal move.

The strategy for moves enumeration. Without loss of generality, let us assume that the tour is T' =
(1,...,n). For a > 0 let us call a-large any edge {i,7 + 1} along the tour, such that c(¢,7 + 1) > a. In this
paper we are going to follow a strategy that allows us not to enumerate all moves, but only those which are
“good candidates” to be the best overall. The idea is quite simple, and it relies on a sequence of iterative
improvements in which, at each iteration, there is a certain move (the current “champion”) which is the best
we have seen so far and which we want to beat.

Assume the current champion is i := u(%, 7). Then, for any move u(i, j) better than f it must be

A(p) < cliyi+1)+c(f,j+1) = (c(i,j) +eli+1,5+1)) < c(ii+1)+c(j,j+1)

(c(i,i+ 1) > #) v (c(j,j+ 1) > #)

and hence

i.e., at least one of the move pivots must be (A(ji)/2)-large. Based on this observation, we will set-up an
enumeration scheme which builds the moves starting from pivots that are (A(ji)/2)-large and then completing
any such edge into a move by adding the second pivot of the move. Our basic steps are the selection and the
expansion of the tour edges. The selection of an edge is simply the choice of an edge {¢,i+1}. The expansion
of {i,i 4 1} is the evaluation of all moves u(i, j), for j # i.

The (greedy) algorithm .A; make then use of a max-heap, in which we put each node ¢ € {1,...,n}
together with the value c¢(i,7 + 1), used to order the heap. At the beginning fi is undefined, so we set
A(f1) := —oo. Testing if there are still any large edges takes time O(1) per test since we just need to read
the value at the heap’s root. The selection takes time O(logn) to maintain the heap property. The main
loop terminates as soon as there are no longer any large edges. At the generic step, we pop the top of the
heap, and, if it is large enough, we run the expansion, of cost ©(n). Each time we find a move better than
the current champion, we update its value. This way the termination condition becomes easier to satisfy.

Probabilistic analysis. We consider instances drawn at random according to the following distribution:
draw u.a.r. n points Py, ..., P, in the unit square and then sett the cost of each edge {7, j} to the Euclidean
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distance between P; and P;. (Note that the edge lengths are not independent random variables since triangle
inequality must hold.)

We denote by # (I) the number of elementary steps taken by the algorithm A on an instance I of size
n and we define the associated random variable 77 as the time taken by .4 on a random instance of size n.
The average-case complexity of the algorithm A is then defined as T4(n) := E [T%].

To study our algorithm, we consider its (heuristic) variant which works as follows: Given an input I of
size n, the heuristic first computes a threshold §,, (i.e., depending only on n, and constant for a fixed n)
and then it expands all and only the edges {4, j} of the tour such that ¢(¢,j) > d,. Notice that there is an
algorithm of this type for each possible function ¢,, and hence we can talk of a family of algorithms. Let us
call a generic algorithm of this family ALG(4,,).

Each algorithm ALG(J,,) is a heuristic since there is no guaranteed that it will find the best move, but
rather it will find it with a certain probability, depending on d,,. In particular, ALG(J,,) may fail because
either (i) no edge is expanded (all arcs have cost < 4,,) and hence no move is found; (ii) some edges are
expanded, but the optimal move did not remove any edges of length > §,, and so it won’t be found.

The probability of failure can be controlled by a proper setting of d,,. Intuitively, by lowering (increasing)
0, we decrease (respectively, increase) the probability of errors. At the same time, we increase (respectively,
decrease) the average time complexity of the algorithm, since more (respectively, less) edges get expanded.
We have studied a way to balance these two conflicting objectives, namely, having a §,, large enough so as
to guarantee an average sub-quadratic algorithm, but small enough so as the probability of errors can be
upper-bounded by any given constant.

We will proceed without proofs, for space limitations. Let A*(I) denote the value of an optimal 2-OPT
move on an instance I, and let us call I a good instance if there exist some move p such that A(u) > 26,,.
Then,

Lemma 1. For every good instance I, ALG(6,) finds an optimal solution.
Furthermore, under the conditions of the lemma, A4 runs faster than ALG(d5,).
Lemma 2. For every good instance I, it is t (I) <17 g5 (1)

Lemma 3. Let D be the random variable representing the cost of the edge between two random nodes of the
graph. If 6, is chosen so that Pr[D > 6, ] = ©(n™1), then Tapgs,)(n) = O(n).

Lemma 4. Let 1.055 < d < /2 and let D be the distance between two random points drawn uniformly in

the unit square. Then
7 4
Pr[D>d] < E(lﬂ/dtl)

Corollary 1. Let o > 0 be a constant and define 6, := /2 — an~/*. Then, the probability that an edge of
a random tour is expanded is ©(n~1), and the average-case complexity of ALG(6,,) satisfies Tavce,y(n) =

O(n).

We then describe a specific type of good moves, namely the uncrossing of crossing diagonal edges in a
random tour. Such an uncrossing is always a move of high 2-OPT value, since two very long crossing edges
(edges of length close to /2, say {A, B} and {A’, B'}, from the top-left corner to the bottom right corner of
the unit square) get replaced by two very short edges between corner points (i.e., {A, A’} and {B, B'}) We
show that, asymptotically in n, the probability of having no good uncrossings tends to 0 for increasing a.
This implies that for every p € [0,1) we can find an « to set d,, so that, asymptotically, the probability for
an instance to be good is grater than p.
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n CE A, | ALG(6,) f) | G2
2,000 | 1,999,000 | 15,786 63,626 | 63,100 | 126.63
4,000 | 7,998,000 | 32,811 | 119,614 | 119,846 | 243.76
6,000 | 17,997,000 | 46,710 | 173,905 | 176,063 | 385.29
8,000 | 31,996,000 | 61,073 | 232,322 | 231,907 | 523.90

10,000 | 49,995,000 | 78,926 | 285,921 | 287,487 | 633.44

12,000 | 71,994,000 | 93,552 | 340,711 | 342,869 | 769.56

14,000 | 97,993,000 | 110,450 | 397,165 | 398,093 | 887.21

16,000 | 127,992,000 | 124,632 | 457,667 | 453,189 | 1026.95

18,000 | 161,991,000 | 141,852 | 513,313 | 508,177 | 1141.97

20,000 | 199,990,000 | 156,056 | 569,531 | 563,072 | 1281.52

22,000 | 241,989,000 | 169,574 | 618,985 | 617,886 | 1427.03

24,000 | 287,988,000 | 181,513 | 675,163 | 672,629 | 1586.59

Table 1: Finding the best move on a random tour. Results for Euclidean instances.

We conclude that ALG(d,,) is a heuristic whose average-case running time is linear that succeeds on at
least a fraction p of instances. This implies that, for at least a fraction p of all instances, A, is dominated
by an algorithm of linear average-case running time, where p can be made as close to 1 as we want.

Computational experiments. We compared experimentally the three algorithms (A,, ALG(d,) and
complete enumeration) by looking at how many moves they evaluate on average, over 1000 runs. In particular,
we generate 100 random instances and for each of them we generate 10 random tours on which we determine
the best 2-OPT move. Given that the bookkeeping costs are dominated by the number of evaluations, looking
at the number of moves which are evaluated gives a pretty precise idea of the ratios between the running
times as well.

We have performed a similar set of experiments on random Euclidean instances. In Table 1 we can see
that the greedy algorithm is from two to three orders of magnitude faster than complete enumeration when
looking for the best move on a random tour on graphs with up to 24,000 nodes. The values are averages
over 1,000 experiments for each size n, exactly as before. The fixed threshold algorithm has been run with
§n = V2 — 2.5/¥n. We remark that the algorithm ALG(J,) found the optimal move, over all the 12,000
trials. The linear behavior of A, can be appreciated by looking at the interpolating function 7.7 n.

Some test-bed instances on the repository TSPLIB [11] are of geometric nature, and we have tested our
algorithm on those as well. In particular, there are some Euclidean instances (but they are not random,
they correspond to some networks of world cities), and other are metric, not Euclidean, instances. We have
selected the largest such instances (with the exception of p1a85900, that, with > 85,900 nodes, was too big
for our computer setting). The results are reported in Table 2 in the appendix. It can be seen that our
method achieves a speed-up of two to three orders of magnitude in finding the best move on a random tour.
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Appendix
name n Ay CE %
euc2d/r156915 5915 | 59,258 | 17,490,655 | 295.16
euc2d/r15934 5934 | 51,261 | 17,603,211 | 343.40

ceil2d/pla7397 7,397 | 48,665 27,354,106 | 562.08
euc2d/r111849 11,849 | 98,457 | 70,193,476 | 712.93
euc2d/usa13509 13,509 | 104,147 | 91,239,786 | 876.06
euc2d/brd14051 14,051 | 170,286 | 98,708,275 | 579.66
euc2d/d15112 15,112 | 195,385 | 114,178,716 | 584.37
euc2d/d18512 18,512 | 174,374 | 171,337,816 | 982.58
ceil2d/pla33810 | 33,810 | 371,561 | 571,541,145 | 1538.21

Table 2: Finding the best move on a random tour on TSPLIB instances.
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THE MOLDABLE TASKS IN
CONTAINER PORT TERMINAL

Maciej Machowiak
Institute of Computing Science, Poznan University of Technology, Poland

Abstract: We study the Berth and Quay Crane Alocation Problem (BAQCAP) as the mold-
able task scheduling problem. In the model the processing speed of a task is considered to be
a non-linear strictly increasing and arbitrary function of the number of processors allocated to
it. We present approximation algorithms which solved problem with bounds starting from pro-
cessors allocation gave by lower bound which is a solution of the continuous version, i.e. where
the tasks may require fractional quantities of the resources. We conducted computational ex-
periments to evaluate the performance of the algorithm which showed that the algorithm gives
solutuion not worst than 1.64 of lower bound for the problem.

Keywords: moldable task, approximation algorithm, berth allocation.

1 INTRODUCTION

Even though maritime transportation has increased modestly by 3.2 percent in 2021 (UNC-
TAD 2022), the pressure on the container ports for becoming more efficient is ever present. To
this end, the ports should focus on the utilization of their limited resources, such as berths and
quay cranes. Since the number of quay cranes allocated to a ship will affect its turnaround
time, quay crane allocation is one of the major operational problems in container ports. Obvi-
ously this problem interacts with the other limited resource, that is the berth, due to physical
constraints. This interaction necessitates the integration of berth allocation problem (BAP)
with quay crane allocation problem (QCAP). As indicated in the literature, this integration can
happen in different forms. In context of problems in port container terminal, other models were
used rather than moldable tasks scheduling, with the exception of our earlier paper [2] where
similar problem was considered and literature overview of the earlier papers was elaborated.
Therefore we are presenting few recent papers only in which berth and quay crane allocation
were considered together.

In [8] considered the BACAP under data uncertainties together with the Quay Crane setup
time of shifting along the quay. The berth is continuous but quay and time are partitioned by a
fixed length. The authors provided two robust optimization models to handle data uncertainties
in QC productivity and proposed Genetic Algorithm and an insertion heuristic.

An integrated BAQCAP as scheduling problem with a heterogeneous set of cranes was
considered in [1]. A mathematical model based on the relative position formulation (RPF) for
the BA is presented which gives discrete of the time and space variables. For a such descrete
values to derive good feasible solutions, a rolling horizon heuristic (RHH) together with a
branch and cut approach are presented.

As we mentioned, in this paper we take the fact that berthing time of a ship depends on
the number of quay cranes allocated to it. This dependence is by non-linear processing speed
function described, which differs form the above models in the literature described, where either
this function is linear or it is not considered at all. Of cource our approach still consider berth
allocation together with quay crane allocation and is modeled as a moldable task scheduling
problem. In our model the quay cranes operating along the berths are processors and the
vessels are tasks to be processed by the processors without preemption. From the point of view
of the port operator and the ship owners the main goal is to increase utilization of the berths
and minimize the turn-around time of the ships. In the moldable task scheduling, this will be
achieved by minimizing the maximum completion time of all the tasks, i.e., the schedule length.
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Our approach except for shorten turn-around time of the ships can simultaneously increase the
utilization of the quay cranes and decrease the waiting time of the containers.

2 MOLDABLE TASKS MODEL

Moldable task scheduling is one of the parallel task scheduling models documented in the
literature [4]. The moldable task scheduling model was first proposed by Turek et al. [9] and
later studied by Ludwig [6] and Mounié et al. [7]. The moldable task scheduling problem can be
stated formally as follows: We consider deploying a set of m identical processors (quay cranes
in BAQCAP) to execute a set T of n independent, non-preemptive (i.e., once a task starts its
execution, it has to be processed on the processors it is assigned to without any interruption
for the period of its processing time) moldable tasks (ships). Each moldable task (MT) has a
processing time (an amount of work) that is dependent on the number of processors allocated
for its execution. As the number of processors allocated to a task is a decision variable at
the time when the scheduling decision is made by the definition of moldable tasks, we denote
this processing time by t;(r) = p;/fi(r), where f;(r) is the non-decreasing processing speed
function which relates processing speed of task T; to the number of processors allocated, p; is
the amount of work associated with task T; (p; = t;(1), that is processing time of task T; on one
processor) and r is the number of processors allocated to task T;, 1 < r < m. The dependence
of a moldable task’s processing speed on the number of processors allocated to it is given as a
discrete function; i.e., it takes values at integer points only. The criterion to be minimized is
the schedule length (turn-around time of the ships in BAQCAP), which is denoted by Cier =
max{C;}, where C; denotes the completion time of task T;.
1

Since the problem of scheduling independent MT without preemption is NP-hard [5], re-
search on this problem has focused on designing suboptimal algorithms. Turek et al. [9] showed
that any A-approximation algorithm for the two dimensional bin-packing problem can be poly-
nomially transformed into a A-approximation algorithm for the MT scheduling problem. Based
on this result, Ludwig [6] developed a 2-approximation algorithm and Mounié et al. [7] de-
veloped an approximation algorithm with a worst case performance guarantee of /3 for this
problem.

Since approximation algorithms are not viable for real-life problems, we took another ap-
proach to solve this MT scheduling problem. In order to explain this approach we note that we
may consider our problem such that the processors represent a continuously divisible renewable
resource bounded from above. With this observation, we utilize a continuous model developed
for resource constrained scheduling problems [10] to find an approximate solution to discrete
MT scheduling problem. We then propose a procedure to convert this approximate (and maybe
infeasible) solution into a feasible one for the original problem. When we consider the proces-
sors as continuously divisible renewable resource, we can relax the integrality requirement of
processors (resources) in the allocation process. Blazewicz et al. [3] showed that an optimal so-
lution to such a problem in which the processing speed functions are interpolated by piecewise
linear functions between integer points (the P-CNTN problem) can be found in polynomial
time, assuming that the processing speed functions are all concave. It is worth noting that the
solution of the P-CNTN problem provides a good starting point for the discrete model and the
schedule length obtained is an absolute lower bound for the optimal discrete schedule.

3 SUBOPTIMAL ALGORITHM

In this section we present the solution procedure for solving BAQCAP which was modeled as
a MT scheduling problem in Section 2. The discrete processing speed function is replaced by a
continuous interpolation using piecewise linear functions between integer points [3]. Then we
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propose an algorithm to transform the schedule obtained from the continuous version into a
feasible schedule for the discrete moldable task model. In the proposed algorithm, a rounding
scheme for a non-integer allocation is first used. Next, the tasks are thoroughly packed using
several steps of rounding off in order to achieve better utilization of the processors. These steps
allow for a good average behavior, as is demonstrated in the computational experiments, for a
wide range of task and processor parameters.

3.1 Longest Task First algorithm (LTF)

1 Solve the continuous version of the problem with fractional processors allocation to each
task.

2 Round the allocations of the processors to a nearest integer number.
3 Sort tasks in non-decreasing order by the number of processors.

4 Put the longest task in the layer so that it starts at the moment ¢t = 0 (of the layer’s
inner time) and is executed by the sequence of processors starting from the first one. Set
the layer’s length d to the length of this task.

5 Add the remaining tasks, starting from the longest one, to next processors at the moment
t = 0. If any task doesn’t fit because there aren’t enough processors empty from the
moment ¢t = 0, skip this task.

6 Add the remaining tasks, starting from the longest one, just after those already scheduled.
For each task, first try to place it on the sequence of processors starting from the first
one. If it fails, move the sequence by one processor and try again and again. If a task
doesn’t fit anywhere because of its number of processors or its length, skip it.

7 If there are r, > 0 empty processors, set the number of processors to the longest task.
Move the rest of task to next processors by the number of those added to the longest one.

8 If there are any tasks left, go to step 1.

After sorting tasks for every layer we first try to add every task and then try to place them
on any possible sequence of processors. That leads to the complexity of O(n?m).

4 COMPUTATIONAL EXPERIMENTS AND CONCLUSION

As mentioned, to construct a schedule for the non-preemptive moldable task scheduling prob-
lem, we first use the solution of the continuous problem with arbitrary and piecewise linear
processing speed functions. Such approximations of these functions allow us to obtain a better
lower bound on the optimal moldable solution. Furthermore, the allocation of the processors
after rounding very rarely changes during the execution of Algorithm LTF.

We observe that Algorithm LTF behaves well for a wide range of task and processor param-
eters. In Figure 1 you can see that for all instances tested in our experiments, a ratio (makespan
for LTF algorithm to a lower bound) doesn’t exceed 1.64. It is worth to amphasize that the
best practical algoritm has a ratio v/3. The experiments show that when the number of tasks
is significantly less to the number of processors, the optimal continuous solution approximate
well the discrete moldable one. Thus, the continuous solution may be a good starting point for
the construction of an optimal moldable schedule. It is interesting to note that this behavior
is not affected much by changes in the shapes of the speed functions. This implies that our
approach can be used to deal with real life problems at container terminals as the number of
ships is usually significantly different from the number of the quay cranes at the port.

140



= = e
- T = R S

=

percent of instances

2
] I.-lllllll““‘ |||I||II||II-I-_-

102106 1111411812212613 13413814214615 154158162
1 104108112116 1212412813213614 144143152156 16164

ratio

Figure 1: Solution ratio of Algorithm LTF
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Abstract:

Considered problem involves a single-track railway line that connects multiple stations.
Trains can travel in both directions along the track, but since there’s only one track, they must
wait for each other to pass if they’re going in opposite directions. Additionally, each station
has a limited capacity, which means that trains cannot stop at a station if it’s already full.

The objective of the scheduling problem is to determine the cyclic schedule with trains
maximization of trains for the given set parameters the track, and ensuring that trains don’t
exceed station capacity for an assumed cycle time.

Simulation-based optimization methods use to simulate train movements and station capac-
ity. Optimization algorithms are then used to find the effective schedule based on the simulation
results. In this paper, the case of models of STRSP are considered and analyzing them from
both the capacity point of view and the maximal number of trains that can be scheduled for
the given single-track railway lines and cycles time. Finally, one can construct a simulation
model that can automatically generates timetables for trains, including cyclic scheduling cases.

Keywords: cyclic train scheduling, single track, simulation.

1 INTRODUCTION

The problem arises when a set of trains need to travel along a single track with limited stations
capacity. it is complicated by the fact that trains traveling in opposite directions cannot pass
each other, and the number of trains that can be accommodated at each station is limited by
the station’s capacity. For the general case the problem is NP-hard.

A key factor in the problem is the maximum throughput rate, which is the maximum
number of trains that can pass through a station per unit time. This rate is limited by the
station’s capacity and the speed of the trains, among other factors. The scheduling efficiency
of the system depends on how well the maximum throughput rate for the given cycle time is
utilized.

To solve the clasical single track scheduling problem, various optimization techniques can
be used, such as mathematical programming, simulation, or heuristics. The optimal solution
depends on the specific constraints and objectives of the problem, such as minimizing travel
time, maximizing train throughput, or ensuring safety and reliability.

Efficient scheduling of trains on a single track with limited stations capacity is crucial for
the safe and reliable operation of railway systems. The problem has applications in various
fields, including transportation, logistics, and supply chain management. As a result, there is
a literature on the single track scheduling problem, including various algorithms and models
for solving it [1].

Then the simulation technique that uses computer models to simulate the operation of the
railway system and evaluate different scheduling scenarios. Simulation can provide parameters
and insights into system performance and help identify potential bottlenecks and improvements
for dynamic and varying environment.

In practice, there are many factors that need to be taken into account when scheduling
trains for transporting goods, such as the capacity of the stations, the speed and weight of the
trains, the availability of tracks, the weather conditions, and the safety and reliability of the
system [2].
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The motivation for research on the single track scheduling problem often comes from real-
world applications, such as the transportation of coal from mines to a harbor in the case of the
Australian railway as a practical example. Therefore, finding optimal solutions to the single
track scheduling problem is an important research topic with practical implications.

The paper considers some models and formulates capacity station dependencies. The results
can be utilized for practical ”what-if” analysis, where the lines are described by the number
of stations, total travel time, and travel time between stations. The changes on the line and
train parameters may cause the bottlenecks which should be avoided and the estimation of the
maximum trains traveling in the cycle scheduling for the given time horizon.

2 PROBLEM FORMULATION AND MODELS

We are attempting to determine the maximum number of trains that can travel from the
starting station to the ending station and back within a given time frame. Let us define:

T as the time at which the first train begins its journey. Ty as the time at which the last
train completes its journey. We will be examining journeys that take place within the time
interval [T}, Ty], subject to the following assumptions:

e The time taken to travel between neighboring stations is constant and is denoted by ¢; ;.
e It is possible for at least one train to travel between any two stations within a given time.

e The start station (s) and the end station (e) have infinite capacity, denoted by ¢ps and
cpe respectively.

2.1 Train maximization problem

One can define the following:

B - the length of the railway from the starting station to the ending station. There are a
total of B + 1 stations, including the starting and ending stations. Hence, the ending station
is denoted by e = B + 1.

T - the length of the time interval being considered, where T' = Ty — T.

there are interested to finding max, R(p ), which is the maximum number of trains that
can travel the distance B within the given time 7T

There may be generated several models for the same physical railway system. The travel
times can be differ for example by maintenance cases and potential changes in the station
capacity (potential investments).

2.2 Minimization of the total traveling time model with finite capacities

This model aims to minimize the total traveling time subject to finite capacities at each station.
Under above assumptions, one can formulate the following objective function for the par-
ticular model as a calculated sub-problem:

e—1 e
min ;J;l nij(tig + 1) (1)
This function minimizes the total traveling time of all trains on the railway. The variables
are the number of trains n traveling between each pair of stations (4, j).
with capacity constraints the number of trains arriving at any station ¢ cannot exceed
its capacity cp;, where ¢ = 1,2,...,e. For the possible stations’ capacity changes the total
completion times can be represented as:
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These constraints ensure that the number of trains traveling between each pair of stations
does not exceed their capacity, and the total time taken by all trains does not exceed the time
interval T'.

Station capacity dependencies can be formulated as follows:

cp;: the capacity of intermediate station 4 (i.e., the maximum number of trains that can be
on the station at the same time), which is assumed to be finite. Our objective is to find the
minimal cp; for each station i € 2,3,...,e — 1 that allows the maximum number of trains to
pass through within the given time.

The greedy strategy that gives always priority to the train that goes first, causing delays 0,
1, 2... respectively to the following trains provides such upper bound. One is able to present
patterns that results with a sum of times equal to this bound or lower.

Let’s denote:

ts,—time train i departures from starting station s, t5, € {0, 1...} ;
s, —time train i reaches back the station s,

so ¢; =tf, — ts;-

We can observe differences in ¢, between these patterns.

ts, =4 for i < B and ts;, = 2(i — 1) + 1 for ¢ > B;

whereas:
tsi = 7:7
but in both cases ty, =2B +2(i — 1) and ¢; < 2B +i — 1.
R
Note that any additional wait of the first train enlarges Z ¢; (as it enlarges ty, for some i,
j=1

without changing ¢s,).
It can be observe in the pattern presented below, that results with:

R R R

L > S
min c’ < min c’ < min Ci 3
jjzlf_jjzlj_jjzlj )

3 Algorithmic simulation model

In order to implement a simulation algorithmic solution for the models described above, it is
necessary to address the bottleneck problem. There are several methods to avoid bottlenecks,
the one is chosen as to reserve at least one unit of capacity on stations where the capacity is
greater than one. Stations with a capacity of one are reduced from the line, and the travel
times in neighboring systems with capacities greater than one are increased accordingly. The
simulation then calculates a feasible solution and generates a cyclic timetable. The algorithm
takes into account potential collisions and conflicts, as described in previous literature [3].
For lines with defined integer travel times, the algorithm generates an effective cyclic train
timetable, as illustrated in the example in Figure 1. To perform a ”what-if” analysis, one can
manipulate the station capacity parameter and the traveling time, to determine the optimal
increase in capacity for a given instance of the railway line. The software simulation package
was prepared in [4] and several experiments were performed.
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Figure 1: Example of time-table solution produced by the simulation.

4 Conclusions

Overall, the single track train scheduling problem with limited station capacity is a complex
optimization problem that requires careful consideration of many factors, including train speeds
(caused for example by the maintenance), station capacity, and safety constraints. By using
appropriate optimization techniques, it is possible to find an optimal solution that minimizes
travel time while cycle time and efficient train operations. The simulation algorithmic model
generating the effective cyclic time-tables had been presented.
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Abstract: The paper concerns the optimization problem which arises in the process of planning
TV advertising campaigns. The goal is to assign TV ads to commercial breaks in order to
achieve the expected total viewership under a given set of constraints. The formal model of the
problem is presented and expressed in terms of the scheduling theory. The solution methods
based on list and metaheuristic approaches were proposed and validated in computational
experiments, performed using test data generated based on real historical data.

Keywords: advertisement scheduling, mathematical model, metaheuristic algorithms

1 INTRODUCTION

Despite the increasing importance of marketing based on Internet technologies, TV advertising
is still a powerful and useful tool used for promoting products and attracting customers. TV
advertising is related to various research fields due its complex nature. It involves predicting
viewership and viewers’ behavior, then designing relevant pricing policies for commercial slots
and determining their impact on the audience, particularly on target groups. Predicted view-
ership and prices are the main factors taken into account by companies or media houses while
buying commercial time: their main goal is to achieve expected impact on viewers at the lowest
cost or within the assumed budget. Finally, the TV program must be properly constructed
by scheduling advertisements within commercial breaks to meet all domain specific constraints
and contracted requirements (e.g., [3, 6, 8]).

In the presented research, we focus on the last mentioned aspect - planning commercial
breaks - considered mainly from the point of view of TV channel owners, i.e., broadcasters.
Our studies have been inspired and supported by real historical data available for scientific
purposes at our institute. Within the presented research we proposed a formal definition of the
problem and a few heuristic and metaheuristic approaches. They were validated and compared
in the extended computational experiments, performed for test instances created based on
historical data.

2 PROBLEM DEFINITION

The problem considered in the reported research concerns scheduling advertisements in com-
mercial breaks on a few TV channels belonging to the same owner (non-competing channels)
within a given planning horizon. Commercial breaks are divided into slots of equal length,
which differ in the predicted viewership. It is higher at the beginning and at the end of breaks.
Such prime slots are the most profitable for customers, and the most costly at the same time.
Within breaks, a set of commercials must be scheduled. Particular advertisements must be
broadcast several times in order to achieve the expected total viewership specified by cus-
tomers. Moreover, for each commercial the minimum number of airings is given, as well as the
expected percentage of broadcasts within prime slots. The number of possible repetitions of
the same advertisements within a single break is limited. Additionally, the requested number of
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other commercials, which should be broadcast between two airings of the same advertisements,
might be specified to avoid viewers’ irritation. For marketing reasons, consecutive schedul-
ing advertisements of similar products or services offered by competing brands or companies
should be avoided. Finally, multiple broadcasting a given commercial spot should be planned
within a certain time window, determined by the advertising campaign duration for a promoted
product. Depending on the product type, for some commercials the subset of preferred TV
channels on which they should be aired might be specified in order to reach specific target
groups. Similarly, for some advertisements the broadcasting time is limited to certain time
windows due to law restrictions.

To construct a solution for the considered TV channels there is necessary to determine the
number of airings of each advertisement. Particular airings must be assigned to breaks and
scheduled within these breaks, taking into account all constraints and requirements mentioned
before. The quality of schedules might be evaluated from various points of view, since the adver-
tisement scheduling problem is, by its nature, a multi-criteria optimization problem (e.g., [1]).
Within our research, we focused on minimizing the cumulative objective function determined
by: the total extension of the commercial breaks duration, the total duration of commercials
broadcast after their due dates, and the total cost related to brand/companies incompatibili-
ties for advertisements scheduled consecutively within one break, taking into account relative
priorities of customers ordering advertising campaigns. While constructing a schedule some
requirements concerning broadcasting advertisements might be considered as hard constraints,
which must be fulfilled, others can be treated as soft constraints, which might be broken, but
they influence the quality of this schedule.

The careful analysis of the problem of sequencing advertisements within commercial breaks
showed similarity to the scheduling problems [5, 7], which allowed us to propose the mathe-
matical model expressed in terms of the scheduling theory [4]. We formulated a problem of
scheduling a set of jobs (advertisements) on a set of identical parallel machines (TV chan-
nels) with eligibility constraints and availability periods, modeling the real world constraints
presented above.

3 METAHEURISTIC ALGORITHMS

The scheduling problem sketched above is obviously NP-hard [4, 10]. Due to the complex nature
of the considered advertisement scheduling problem, involving various parameters, constraints
and numbers of decision variables, heuristic and metaheuristic methods are natural choices
for solving it (e.g., [2, 9, 11]). Within our research, we decided to compare the efficiency of
a population-based method, namely genetic algorithm, with a trajectory based metaheuristic,
namely simulated annealing [12].

The initial solutions for these approaches were provided by the specialized greedy list algo-
rithms equipped with a simple local search engine. For the considered problem, constricting
by list approaches a feasible solution meeting all problem constraints might be difficult or even
impossible for some instances. For this reason, the list scheduling algorithms construct ini-
tial schedules focusing on the most important constraints only. Then they try to satisfy the
remaining constraints formulated in the model, by applying a simple local search.

The solutions constructed by list algorithms provide starting points for further exploring
the solution space by metaheuristics. Both proposed methods, simulated annealing (SA) and
genetic algorithm (GA), are based on the classical framework of these approaches. SA starts
with a single initial solution. A current solution is modified according to a move randomly
chosen from a set of implemented moves, which insert, delete or swap some jobs in a schedule.
The probability of accepting worse solutions by SA depends on the objective function deteri-
oration and the temperature, which is controlled by one of two implemented cooling schemes:
the logarithmic and arithmetic-geometric ones. On the contrary, GA starts with the whole
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population of solutions, which initially contains list schedules generated at the high random-
ness level. Then GA constructs new solutions using a crossover operator with multi-point
crossing and modifies existing solutions using a mutation operator. GA keeps the constant
size population, which modifications are controlled with recombination and mutation rates.
Both methods stop after reaching a given termination condition such as exceeding an assumed
number of iterations/generations or solution transformations, and exceeding a predefined time
limit. Moreover, both methods can be stopped when a feasible solution is constructed.

4 COMPUTATIONAL EXPERIMENTS

The efficiency of all proposed methods was validated in extensive computational experiments.
Test data were generated based on real historical data. They included the detailed descriptions
of TV program and commercials broadcast on more than hundred TV channels, as well as
the rich characteristic of viewership measured in particular time slots. This huge amount
of rough data was analyzed, cleaned and preprocessed to make their further usage possible.
The historical schedules were considered as reference solutions for instances generated based
on original historical data, and they were used for validating the efficiency of the proposed
methods. Moreover, based on the basic (original) instances, additional sets of instances were
generated by relaxing some constraints. In this way we constructed 6 test sets of 120 instances
differing in their difficulty. Particular instances contained from 1 to 6 non-competing channels,
from 570 to 8077 commercial breaks, and from 4665 to 81606 adds per TV channel. The
smallest instance involved 1 400 000 of decision variables.

As we have mentioned, due to the complex nature of the considered problem, the main
goal for the proposed algorithms became constructing solutions fulfilling all constraints: hard
and soft ones. The simple greedy list algorithms were able to find such solutions for no in-
stance belonging the most difficult (original) data set. For easiest (most relaxed) data set such
schedules were determined for 72% of instances. Metaheuristics were obviously much more
powerful from this point of view. SA and GA fulfilled all constraints for all instances belonging
to 4 among 6 data sets. GA appeared to be more efficient than SA, particularly for the most
difficult instances. For this test set, SA found solutions fulfilling all constraints for ca. 25%
of instances only, while GA was almost two times better. The superiority of the population
based metaheuristic is also visible when comparing the qu